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Psychologists often speak of people like me as part of the “sandwich generation,” so named 
because our parents request our help while our children still need our support. Typically the 
sandwich generation implies a stressful life. What is not recognized nearly enough is that 
people like me, with parents and children actively involved in each and every day of our lives, 
are the luckiest people alive. I am enormously happy to be in the middle of the sandwich.
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P R E F A C E

Creativity is an important and fascinating 
topic of study, but diffi cult to defi ne. This diffi culty is due in part to its diverse 
expression; creativity plays a role in technical innovation, teaching, business, the arts 
and sciences, and many other fi elds. Many famous people have earned their reputa-
tions from their creativity; it is sometimes related to expertise. Other adults are 
highly creative, though perhaps in the everyday sense of coping, adapting, and solving 
novel problems. Although there is controversy about children, the view held in this 
textbook is that they, too, are creative. They may not be experts or even productive, 
but they are original and effectively expressive in their art, their dancing and singing, 
their imaginative play, and their perceptive questioning. It is even possible that chil-
dren are more creative than adults, given their spontaneity and lack of inhibitions. 
Unlike adults, children do not rely on past experience, assumptions, and routines. 
One of the questions addressed in the current volume concerns age differences and 
developmental trajectories.

Another kind of diversity is apparent in that various cultures seem to have idio-
syncratic modes and media for expressing creativity. Diverse expression is one reason 
that creativity is an important topic for investigation. Obviously it has the potential 
to be expressed in many different ways, so what exactly is creative potential? With 
its role in so many endeavors, we must address this question. We have an obligation 
to make an attempt to fulfi ll creative potentials. Creativity is, in a phrase, a vital 
form of human capital. Creativity both contributes to the information explosion and 
helps each of us copy and adapt to it.

ix



x P R E F A C E

There are numerous approaches to the study of creativity. Most of these offer 
something useful, at least if they use reliable methods and sound scholarship. However, 
the creative process is multifaceted, and worse yet for those trying to defi ne it, it is 
extremely complex. An eclectic approach is necessary. This textbook captures that 
eclectic approach to creativity.

EVERYDAY AND EMINENT CREATIVITY

Creativity plays a role in many everyday activities. Its role in some of these areas 
is easy to overlook, in part because the word “creativity” (or adjective “creative”) is 
not often used when explaining the various behaviors and actions. Creativity plays a 
signifi cant role in language, for example, and in fact this may be the best example of 
everyday creativity. It is the creativity of language that demonstrates that it is not 
entirely acquired through experience and learning. If language depended entirely on 
experience, we would have diffi culty saying things we had not heard before. Very 
likely, our nervous system is sensitive to rules and linguistic conventions, and once 
we acquire a few rules (e.g., sentences should contain a noun and a verb), we can 
generate original expressions of our own. These are original (we have not heard them 
before) and useful; and as such fi t the defi nition of creativity as original and useful.

It may be that creativity plays a role in all that is human. This surely sounds like 
a grand claim, but consider how frequently we use language or are faced with a 
problem. Think also how often problems are subtle and ill-defi ned. Vague and ill-
defi ned but challenging situations can be defi ned using creative problem defi nition 
skills. The point is that creativity plays a role in each of our lives, and it does so very 
frequently. Admittedly, there is a debate about this, with some scholars focusing on 
eminent or unambiguous rather than everyday creativity. That debate is reviewed in 
this volume, but for now suffi ce it to say that one premise of this particular volume 
is that creativity is a potential each of us shares and a talent each of us should employ, 
probably every day.

Creativity may sound a bit like adaptability, and these two things are related. 
They are not, however, one and the same. Creativity is associated with but distinct 
from intelligence, innovation, imagination, insight, and health. Each of these associa-
tions is reviewed herein. One of the most important messages found in the current 
volume is that creativity is a distinct and independent capacity. It plays a role in many 
things, including problem solving, adaptation, learning, coping, and so on, but it is 
clearly distinct from each of them.

THE FIELD OF CREATIVE STUDIES AND THE CREATIVITY COMPLEX

Creative studies are interdisciplinary. This is refl ected in the present volume and 
its inclusion of behavioral, clinical, cognitive, developmental, economic, educational, 
evolutionary, historical, organizational, personality, and social perspectives.
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Not surprisingly, creativity has been defi ned as a syndrome or complex. Both of 
these labels capture the idea that creativity can be expressed in diverse ways (e.g., art 
vs. science), and sometimes involves different processes (e.g., cognitive or social). It 
is also infl uenced by many different kinds of things, including personality, genetic 
make-up, social and environmental setting, and culture.

ORGANIZATION OF THE BOOK

Each of the major theoretical perspectives on creativity is reviewed in this 
volume. Some have entire chapters devoted to them. Others, such as evolutionary 
theory, are discussed within various chapters. The more important key topics and 
issues, including those mentioned above (concerning age differences and everyday 
creativity) are also covered. The last two chapters do not focus on one theoretical 
perspective. The fi rst of them (Chapter 10) focuses on enhancement issues. The 
second (Chapter 11) revisits the defi nition issues and explores how creativity is related 
to, but distinct from, other important human capacities and behaviors, including 
invention, innovation, imagination, and adaptability.

This is primarily a textbook. It may, however, also be useful to researchers and 
practitioners, given the emphasis on scholarly, scientifi c, and objective research and 
the theories that are constructed from it. It is my hope that this volume will also 
capture at least some of the intrigue of the fascinating subject.

—Mark A. Runco
La Habra, CA
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C H A P T E R  1

1

Cognition and Creativity

Advanced Organizer
Universals and Individual Differences
Intelligence, IQ, and Threshold Theory
Structure of Intellect and Associative Theory
Creative Thinking as Problem Solving
Problem Finding
Stage Theories of the Creative Process
 Incubation, Insight
Componential Models
Incubation and the Role of the Unconscious
Logic
Intuition
Tactics and Metacognition
Mindfulness
Overinclusive Thinking

INTRODUCTION

Cognitive theories focus on thinking skills and intellectual processes. Cognitive 
perspectives are quite numerous; there may be more cognitive theories of creativity 
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than any other kind of theory. This may be because there is an intuitive connection 
between cognition and creativity (and evidence reviewed in this chapter suggests that 
intuition is a useful source of information), or because cognitive research is often 
very scientifi c. In other words, we can study the cognitive bases for creative problem 
solving, and we can often do so in reasonably valid and reliable ways, in a controlled 
laboratory setting or with paper-and-pencil tests. Some approaches to creativity do 
not allow such experimentation and rigorous research.

The approaches to creative cognition are extremely varied. There are bridges 
between basic cognitive processes (e.g., attention, perception, memory, information 
processing) and creative problem solving, as well as connections with intelligence, 
problem solving, language, and other indications of individual differences. The basic 
processes are generally nomothetic, meaning that they represent universals. These are 
things shared by all humans. Individual differences represent the dimensions along 
which people differ. There are both cognitive universals and cognitive individual 
differences in creativity.

This chapter presents an overview of the available theories of creative cognition. 
We will begin by examining the relationship between creativity and traditional intel-
ligence and then explore the possibility that creativity can sometimes be a kind of 
problem solving. We will also review research on the creativity of computers, incuba-
tion, insight, and expertise. As we will see, cognition is related to many kinds of 
creative behavior.

Universals

Research on universals is sometimes described as nomothetic, but care should be 
taken when using this term. The word nomothetic is used to describe the kinds 
of laws that are found in a legal system, and not to laws in the sense that science 
defi nes them. Laws in the sciences refer to general rules, so there is a parallel, 
but it is only a parallel. Strictly speaking, it is best to discuss universals in 
creativity and avoid the term nomothetic. Similar confusion arises with the 
complementary term idiographic. An ideograph is a symbol, but idiographic has 
been used to describe the scientifi c emphasis on individual differences. This 
makes sense if you think about the more common term, idiosyncratic. The 
confusion here, then, is simply spelling (idiographic vs. ideographic). It cer-
tainly is useful to distinguish universals from individual differences.

CREATIVITY AND INTELLIGENCE

The relationship between IQ and creative potential was quite the controversy 
40 or 50 years ago. In fact, the relationship of intelligence and creativity was the key 
debate when the study of creativity was establishing itself. This debate was key 
because the fi eld of creativity needed to separate itself from other scientifi c topics 
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and interests in the 1950s and 1960s, and this required empirical evidence that crea-
tivity was not the same thing as intelligence. It was the demonstrated separation of 
creativity from traditional intelligence that gave this fi eld its identify and respect.

Some of the earliest research on creativity was designed to test the possibility 
that creativity was distinct from intelligence. After all, if creativity was dependent 
on intelligence there would be little reason to study it or encourage it. Intelligence 
could be studied or encouraged and creativity would follow along. But sure enough, 
the early research confi rmed that creativity (in the research, defi ned in terms of 
divergent thinking or some paper-and-pencil measures) was not dependent on tra-
ditional intelligence.

The fi eld of creative studies had a shaky start. Getzels and Jackson (1962), for 
example, reported that creativity was not clearly distinct from intelligence. This 
conclusion was based on empirical research with a sizeable group of students, each 
of whom had taken various tests of creative potential, and for whom there was infor-
mation about traditional intellectual potential. Simplifying some, the measures of 
creative potential and the indicators of traditional intelligence were correlated. They 
did not suggest independence.

Wallach and Kogan (1965) questioned that conclusion, and more precisely, ques-
tioned the methodology that led to it. They felt that the tests used by Getzels and 
Jackson (1962) were too diverse and tapped noncreative skills as well as creative 
talents. Very signifi cantly, they also suggested creativity can easily be stifl ed in an 
educational or testing environment. With this in mind, they conducted their own 
investigation of the Modes of Thinking in Young Children (the title of their book). That 
investigation relied heavily on tests of divergent thinking. As described in detail later, 
these contain open-ended questions (e.g., “what things move on wheels?”), and an 
individual can therefore produce original answers.

Wallach and Kogan (1965) also took great care with the testing environment. 
They spent a great deal of time in the schools before data were collected, for instance, 
and built rapport with the students. When the measures of divergent thinking fi nally 
were administered, they were described as games rather than tests. Children were 
told that no grades would be given, that spelling did not matter, that they did not 
need to think about “correct” answers but could instead list numerous ideas. They 
were told to have fun, for goodness sakes, and apparently they did. The game-like, 
or permissive environment, paid off. The children were indeed quite original. They 
gave many answers to the various divergent thinking games, and those answers 
refl ected a mode or thought that could not be predicted from traditional intelligence. 
The implication: IQ, GPA, and the convergent thinking that is required by them 
(see Box 1.1) is independent of divergent and original thinking.

That may sound like a statistical and scientifi c result—and it is!—but consider 
what the same conclusion means in the sense of identifying creative children. It 
means that, if schools care about creativity and give children exercises and tests of 
creative potential, but if those are given in a test-like academic atmosphere, the same 
children who always do well on tests will excel, and the children who do moderately 
or poorly on traditional tests will again do only moderately or poorly.
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Box 1.1
Tests of Convergent and Divergent Thinking

Convergent thinking questions always have one (or very few) correct or con-
ventional answers. Here are examples:

Who was the fi rst President of the United States?
How far is it from New York City to London?
How many dimes are in one dollar?
Who won the 1988 World Series?

Divergent thinking requires open-ended questions for which there are 
multiple answers and solutions. Here are examples from the classic study of 
Wallach and Kogan (1965):

Instances questions
Make a list of things that move on wheels.
List strong things.
List square things.

Uses questions
Make a list of the different ways that you can use a brick.
List uses for a shoe.
List uses for a coat hanger.

Many other divergent thinking questions and tasks have been used. 
Wallach and Kogan (1965) themselves had “visual” or fi gural tests they called 
Pattern Meanings and Line Meanings (see Chapter 2). More recently, realistic 
questions have been developed (these are discussed in detail in Chapter 2).

If those same tests were administered in the permissive atmosphere—even a 
classroom, if it is carefully controlled—children who always do only moderately well 
or even poorly on academic tests may do exceptionally well. We may fi nd creative 
children who would otherwise be overlooked.

Wallach and Wing (1969) extended this line of work in an investigation of college 
students. They, too, administered divergent thinking tests, but unlike the earlier 
investigation, Wallach and Wing also collected data on the extracurricular activities 
and accomplishments of the students. This allowed them to examine the predictive 
validity of the divergent thinking tests. Predictive validity is the label given to tests 
that provide information about the future, or about performance beyond the testing 
environment. Very signifi cantly, Wallach and Wing found that divergent thinking 
tests were moderately correlated with (i.e., predictive of) the extracurricular activities 
and achievements of the students, whereas the measures of more traditional 
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intelligence were not. This conclusion has been replicated many times over (Kogan 
& Pankove 1974; Milgram 1978; Runco 1986). It does apply to some domains of 
accomplishment more than others, but that is as it should be, given domain differ-
ences in creativity (Albert 1980; Gardner 1983; Plucker 1998; Runco 1987). This 
difference is extremely important. It implies that creative thinking, as estimated from 
tests of divergent thinking, are more important in the natural environment than are 
tests of the IQ or academic tests. Consider this: What would you want to be able to 
predict, GPA or performance in the natural environment? If you had a child, would 
you prefer that he or she does better in school or in the natural environment?

Numerous other demonstrations of the predictive validity of creativity tests 
(divergent thinking exams, as well as a variety of others) are described elsewhere in 
this book. What may be most important here is that creative thinking may be very 
different from traditional intelligence. When we practice one of them, we may not be 
improving the other whatsoever.

What is practiced in our educational system? Traditional intelligence, or creative 
problem solving? The distinction between divergent thinking (generating a number 
of ideas) and convergent thinking (fi nding or remembering one correct or 
conventional answer) helps to answer that: Most educational efforts emphasize 
convergent thinking, and therefore may do very little, if anything, for creative 
potentials.

Examples from the Creative Accomplishment and 
Achievement Criterion

How often have you  .  .  .
Made candles (Craft domain)?
Written poetry (Writing domain)?
Designed any sort of experiment (Science domain)?
Started a club (Social Leadership domain)?

IQ tests do not tell us about much beyond what is sampled by the test. IQ tests 
can estimate the potential to do well in school, and although that is important in 
many ways, individuals in the United States are in school for 12 or so years. How 
long are they outside of school and in the natural environment?

Tests of creative potential no doubt are similarly limited to the skills that may 
be required by the test in question. Tests are always limited in some ways (see 
Chapter 6). Examinees may not be interested in the test, and thus not use their full 
potential. If this occurs the individual will receive a test score that tells us only that 
the individual was uninterested in applying him- or herself. No wonder no predic-
tions from tests are all that impressive. It is for this reason that it is best to refer to 
tests as indicators of potential. If the individual does well on the test, he or she may 
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or may not do well in the natural environment. The test is probably only highly 
accurate when the individual is both interested in the test (and for that reason puts 
a great deal of effort into the examination) and interested in doing well in the natural 
environment.

Threshold Theory

Spearman (1927), the statistician who wrote so much about “g” and general 
ability (the basis for IQ), explicitly refuted the idea of creativity. He felt that all the 
evidence demonstrated “that no such special creative power exists. All three ‘neo-genetic’ 
processes described at the beginning of this chapter, are generative of new mental 
content and of new knowledge; and no other cognitive generation can possibly be 
attained in any other way whatsoever, not even a Shakespeare, a Napoleon, and 
a Darwin were rolled into one. That which is usually attributed to such special 
imaginative or inventive operation can be simply resolved into a correlate eduction 
combined with mere reproduction. From this analytic standpoint, then, we must 
predict that all creative power—whether or not it be dubbed imagination—will at 
any rate involve g” (p. 187). Spearman cited some even older work by Hargreaves 
from the 1927 British Journal of Psychological Monograph Supplement, who found large 
correlations between tests and general ability and the following: inkblots, free-
completion test, unfi nished pictures, and unfi nished stories. In this particular inkblot 
test, subjects had four minutes to look at an inkblot and write down all the objects 
seen in them. Note that it was a timed task, but not unlike a fi gural divergent think-
ing test. The free-completion test asked examinees to fi ll “gaps left in passages of 
prose” (p. 187). Unfi nished pictures told examinees that “an artist had just begun a 
picture, had left it unfi nished; you were to write down all of the things you would 
put into the picture if you were going to fi nish it” (p. 127). Unfi nished stories gave 
examinees something like the following: “a small girl, after her fi rst visit to the zoo, 
had a very strange dream. She dreamt that  .  .  .  .” (pp. 187–188). Examinees were given 
20 minutes to write a story.

Creative potential and intelligence may not be entirely independent. One very 
common perspective today is that there is a threshold of intelligence (basically, a 
minimal level) that is necessary for creative achievement. It is probably more accurate 
to refer to a threshold of “traditional” intelligence, because intelligence means many 
things to many different people (see Box 1.3). Some people equate intelligence with 
academic performance, and others equate it with verbal aptitude or wit. Too often, 
children who are simply well informed are viewed as intelligent. In and of itself this 
is not so bad, but the corollary is that children who are not well informed are not 
intelligent. This is indeed a problem, called experiential bias (Runco et al. 2006), for 
often information is picked up through experience, and thus associating intelligence 
with information leads directly to biases against children who may be capable but 
lack critical experiences.

Intelligence most often refers to the IQ or some similar kinds of abilities, yet 
even here it would be best to refer to a specifi c test. Different tests assess different 
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intellectual skills. There is also the possibility that intelligence cannot be captured 
by a paper and pencil test.

Threshold theory suggests that there is a minimum level of intelligence (the 
lower threshold) below which the person cannot be creative. Instead of concluding 
that creativity and intelligence are one and the same, or that creativity and intelli-
gence are entirely distinct, threshold theory describes the possibility that they are 
related, but only at certain levels of ability. One important implication of threshold 
theory is that intelligence is necessary but not suffi cient for creative achievement. 
Thus, if an individual is below the threshold, they simply cannot think for themselves 
well enough to do manifestly creative work. Above the threshold, they have the 
potential for creativity, but there is no guarantee. They may be creative, but they 
may not.

A scatterplot suggesting a triangle and lower threshold of intelligence is pre-
sented in Figure 1.1. One important implication of this theory is that some persons 
may have high levels of intelligence but low levels of creative potential. Intelligence 
and creativity are thus not interdependent. Note also that no one has a low level of 
intelligence and a high level of creative potential. Finally, note that the data are from 
tests of creativity and intelligence. This theory is based on tested ability, not on 
creative or intelligent performances in the natural environment.
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F I G U R E  1.1 Scatterplot showing that creative potential is more likely to be high with high 
intelligence.
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Box 1.2
Much Ado about Heteroscedasticity

The relationship of creativity with traditional intelligence has been described 
with the idea of a threshold (e.g., Runco & Albert 1986b) and with triangular 
theory (Guilford 1968). The basic idea is that a minimum level of general 
intelligence is necessary for creative work. Truly creative work cannot be done 
below the threshold. The triangle is apparent in a scatterplot with intelligence 
on the abscissa and creativity on the ordinate. Regression analyses using 
quadratic predictors can be used to test the threshold, but it really is most 
accurate to describe the creativity-intelligence relationship using the notion 
of heteroscedasticity. This best describes the data and scatterplots and also cap-
tures what is suggested by the entire range of ability. Hollingworth’s (1942) 
report implies that variability decreases at an IQ of 180, suggesting a second 
threshold. There was very little creativity in her sample of exceptionally high 
IQ individuals. Here, the concept of heteroscedasticity defi nes different levels 
of variation at different levels of ability. It is consistent with the ideas that no 
one with an extremely low IQ does highly creative work (low variation, high 
correlation), but above a moderate level of IQ some individuals are creative 
but others are not (high variation, low correlation). It also allows for the pos-
sibility that at the highest levels of IQ creativity is very diffi cult or even impos-
sible (low variability, high correlation).

Threshold theory apparently applies to some tests of intelligence better than 
others (Runco & Albert 1986b; Sligh et al. 2005), but it is logical as well as consistent 
with the empirical research, and it is consistent as well with the very general principle 
of creative performances as optimal. As detailed in Chapter 11, most everything 
about creativity involves an optimum of some sort. There are many infl uences on 
creativity, such as divergent thinking, but only so much actually contributes. Beyond 
some point creative performances start to decline. If asked to name square things, 
“my dad’s music” is both original and fi tting—it is optimally divergent—but 
“basketball” may be past the optimal level of originality and not fi tting, not creative. 
We will revisit this principle of optima throughout this volume (also see Runco & 
Sakamoto 1996).

Structure of Intellect The distinction between divergent and convergent thinking 
was fi rst proposed by J. P. Guilford. He was president of the American Psychological 
Association and devoted his 1949 Presidential Address to creativity (Guilford 1950). 
He argued that creativity is a natural resource and suggested that efforts to encourage 
creativity would pay high dividends to the whole of society. Guilford also suggested 
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that creativity can be studied objectively. For the next 35 years he attempted to prove 
exactly this.

Guilford (1968, 1986) eventually identifi ed 180 different aspects of the intellect. 
His view was, in this sense, about as far away from that of IQ theories as you can 
get. IQ tests typically assume that there is one general intelligence (or g) that under-
lies every intelligent act—every single one. Admittedly, Guilford’s Structure of 
Intellect model was pointedly criticized, mostly because of the statistical methods 
used to separate the 180 cells (Carroll 1968). Yet even if Guilford’s methods were 
questionable, his conception of divergent and convergent thinking has proven to be 
quite useful. Indeed, much of his thinking on creativity was, and remains, remarkably 
infl uential (see Runco 1999d).

Divergent thinking is employed when an individual is faced with an open-ended 
task (examples were given just earlier—“how can a brick be used?”). From this per-
spective divergent thinking is a kind of problem solving. Unlike convergent thinking, 
where the individual gives the one correct or conventional response (e.g., “who won 
the 1988 World Series?”), divergent thinking leads the individual to numerous and 
varied responses. When used as a test, individual differences may be found in fl uency 
(the number of ideas), originality (the number of unusual or unique ideas), and fl exibil-
ity (the number of different categories implied by the ideas).

Box 1.3
Conceptions of Intelligence

The term intelligence has changed dramatically over the years. It still is used 
in a wide variety of ways. The military, for instance, uses it as a synonym for 
useful information. John Keegan, military historian, for example, recently 
published a book titled, Intelligence in War: Knowledge of the Enemy from Napoleon 
to al-Qaeda (2003). His premise is that knowledge about one’s enemy is of 
limited value in war, and that “objective force” is much more critical. For our 
purposes, his work simply exemplifi es the range of defi nitions of intelligence. 
Cognitive scientists are more likely to refer to useful knowledge of the sort 
Keegan describes simply as “knowledge,” but implicit here is the distinction 
of that knowledge from information. Information is data; knowledge implies 
understanding (and hence the utility of “useful knowledge”). In that light, 
“useful knowledge” is a tautology, for knowledge is more than information 
precisely because it assumes understanding. Do not let this fool you, however, 
for cognitive scientists are far from agreement about defi ning intelligence. For 
the present purposes intelligence is viewed as distinct from creative ability, 
but even there it is probably best to refer to traditional intelligence. Certain 
kinds of intelligence are, at certain levels and in particular domains, related 
to creativity. For this reason many theorists describe “creative intelligence.”
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Divergent Thinking before Guilford’s Structure of Intellect

J. P. Guilford usually is given credit for distinguishing between convergent and 
divergent thinking. A few scientists before Guilford did recognize the value of 
ideation. Alfred Binet, for example, who developed the fi rst IQ test around the 
turn of the century, included an open-ended task not unlike those found on 
modern-day divergent thinking tests (Binet & Simon 1905).

Sample items from Binet’s (1905) fi rst test of intelligence.

 1. Unwrapping candy
 2. Follow simple directions
 3. Name objects
 4. Name objects in pictures
 5. Compare two weights
 6. Compare two lines
 7. Vocabulary
 8. Repetition of sentences
 9. Repetition of digits
10. Identify differences (e.g., fl y and butterfl y)
11. Identify similarities (e.g., blood and a poppy)
12. Order weights
13. Complete sentences
14. Cut paper
15. Defi ne abstract terms
16. Visual tracking (i.e., follow moving object with head and eyes)
17. Tactile prehension (i.e., pick up particular object)
18. Distinguish edible and inedible objects

Adapted from Willerman, L. (1979). The psychology of individual and group dif-
ferences. San Francisco, CA: Freeman, pages 85–86.

A Convergence-Divergence Continuum The distinction between divergent and 
convergent thinking implies a dichotomy. Very likely, divergent thinking and conver-
gent thinking are actually two ends of a continuum (Eysenck 2003). This may make 
the most sense, given we know about individual differences (they tend to fall along 
continua), and it is apparent when various divergent thinking questions are examined. 
Along the same lines, it is probably most accurate to think about problem solving as 
involving both divergent and convergent thinking. In the natural environment it is 
unusual to fi nd a problem that relies completely on one or the other. Most often, both 
divergent and convergent thinking are useful.

Divergent thinking is not synonymous with creative thinking, but it does tell us 
something about the cognitive processes that may lead to original ideas and solutions. 
No wonder divergent thinking tests are the most commonly used estimates of the 
potential for creative thought. They have a solid theoretical base, in both the 
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Structure of Intellect model, and in Associative Theory (outlined next), they have 
reasonable reliability and validity, and there is a vast literature available to assist 
interpretations. Divergent thinking test are widely modifi ed such that they can be 
used as exercises, rather than tests, in training studies and programs, in classrooms 
and in organizations (Runco & Basadur 1993). Chapter 6 presents a large number of 
exercises and tactics to solve them.

More will be said about the reliability and validity of divergent thinking in 
Chapter 9, but of more relevance to cognition is the role of associative processes in 
divergent and creative thinking.

Associative Theory

Many theories of creative cognition look to associative processes. Associative 
theories focus on how ideas are generated and chained together. If you look back on 
the history of psychology, you will see that the associative view can be traced back 
hundreds of years, to John Locke, Alexander Bain, David Hume, and others (Marx 
& Hillix 1987; Roth & Sontag 1988). These theorists typically are described as 
philosophers, and certainly they were not scientists. They offered hypotheses but did 
not test them in any modern scientifi c sense. It was Mednick (1962) that brought the 
associative view into modern psychology. He proposed the “associative theory of the 
creative process” and offered several empirical tests of the theory. Perhaps most 
important was his fi nding that original ideas tend to be remote. The fi rst things we 
think of are typically not very original. Instead, original ideas are found usually only 
after we deplete the most obvious ideas.

A very simple experimental technique for examining remote associates and 
ideational patterns—one you may chose to try—involves counting an examinee’s 
responses to an open-ended task (e.g., a divergent thinking test question), and fi nding 
the half-way point. If the examinee gave 20 items to the question, “Name all of the 
things you can think of that are square,” two sets of 10 ideas can be compared in 
terms of the number of original ideas, and the fl exibility of the ideas. Results from 
several independent projects using this technique suggest that original ideas come 
later in a set of responses, but ideas are no more fl exible and varied in the second 
half compared to the fi rst (Mednick 1962; Milgram 1978; Runco 1985).

This line of research confi rms that ideas can be counted in a reliable and objec-
tive fashion, and ideas can be used as an indication of how people generate solutions 
to solve problems. In fact, the notion that original ideas come late in the associative 
chain implies that we should take our time when faced with a problem, to insure that 
we get to those remote ideas. Mednick (1962) proposed that creative individuals are 
better at fi nding remote ideas. His device for the assessment of creative thinking was 
the Remote Associates Test (RAT). The RAT contains analogies with three given 
elements, and one blank (e.g., River:Blood:Note:). Empirical investigations of the 
RAT indicate that the RAT lacks discriminant validity, with scores that often are 
moderately correlated with scores from tests of convergent thinking or verbal ability. 
Still, Mednick’s theory of remote associates is laudable in its offering testable predic-
tions about creative cognition. An example is Mednick’s notion that “the greater the 
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number of instances in which an individual has solved problems with given materials 
in a certain manner, the less the likelihood of his attaining a creative solution using 
these materials” (p. 223).

The RAT presents questions verbally, and the examinee responds verbally. As 
such it is open to a verbal bias. Earlier experiential biases were defi ned in the discus-
sion of IQ tests. A verbal bias is similar, at least in the sense that the resulting scores 
are infl uenced signifi cantly by something (e.g., verbal ability) that is unrelated to the 
skill targeted by the test (e.g., creativity). Behaviorally, this means that all children 
with moderate or high verbal abilities will do well on the RAT, and all children with 
low verbal abilities will do poorly on the RAT, even though the RAT was designed 
to test associative and creative potential, and not verbal ability.

ANALOGICAL THINKING AND METAPHOR

Not everyone agrees that original ideas are found via associative processes. Some 
theories emphasize analogies and analogical thinking instead (e.g., Gick & Holyoak 
1980; Harrington 1981; Hofstadter 1985). There are many examples of analogies 
being used for discovery (e.g., Velcro and weeds, steam engines and tea kettles), but 
not all of these are based on fact. Many of these—including the oft-cited case of 
Kékulé’s discovering the structure of the benzene model, Archimedes, or even the 
planetary parallel of atoms (Finke 1995; Gruber 1988; Welling, in press)—are based 
on the inferences of a biographer or the ex post facto introspection of the creator or 
discoverer him- or herself. In either case there are potential problems of memory, 
honesty, subjectivity, self-promotion, and bias.

Weisberg (1995a) identifi ed a number of creative ideas and solutions where 
“information from a previous situation is transferred to the new situation that is 
analogous to the old” (p. 62). Even Picasso seems to have drawn heavily from previ-
ous work, some of which was his own, and some the work of other painters (Miller 
1996; Weisberg 1995a, 1995b). Weisberg (1995b) suggested that most insights resulted 
from either a change in how the initial problem was interpreted, or from the use of 
an unconventional approach or representation of the problem.

Welling (in press) defi ned analogical thinking such that it “implies the transposi-
tion of a conceptual structure from one habitual context to another innovative 
context. The abstract relationship between the elements of one situation is similar 
to those found in the innovative context.”

Dunbar (1995) focused on scientifi c analogies. He identifi ed three different kinds:

(1) Local analogies (one part of one experiment is related to a second experiment).
(2) Regional analogies (involving “systems of relationships,” which are applied in one 

domain but used in a similar domain).
(3) Long distance analogies (a system is found in one domain but applied in a dis-

similar domain). Long distance analogies might explain the benefi ts of what has 
also been called marginality. Freud, Darwin, and Piaget were each professionally 



marginal in the sense of being outside the mainstream. Marginality is discussed 
in detail in Chapter 7.

Welling (in press) recently compared analogical, associative, and combinatorial 
thinking with abstraction. In doing so he pointed out that analogies are unique in 
that “no new cognitive structure is required” (Welling, in press). Some insights are 
dramatic shifts and explained in terms of cognitive restructuring. A person’s thinking 
actually changes, and changes quickly, which is why insights may appear to be 
sudden. We will come back to this point later.

Welling (in press) also distinguished analogical thinking from combinatorial 
processes. In his words, “combination is the merging of two or more concepts into 
one new idea. It differs from analogy in the sense that this operation requires the 
creation of a new conceptual structure. Concepts can be combined either spatially—
concepts are applied simultaneously—or temporally in which the combination results 
from the sequential applications of existing ideas.” He cited Campbell’s (1960) blind 
variation and selective retention model, Mednick’s (1962) associative theory, Finke 
et al.’s (1992) genoplore theory, and Koestler’s (1964) bisociation process as examples 
of combinatorial creative processes. Scott et al. (2005) reported a series of studies on 
creative combinatorial processes.

Welling (in press) also distinguishes analogical thinking from abstraction. He 
defi ned abstraction as “the discovery of any structure, regularity, pattern or organi-
zation that is present in a number of different perceptions that can be either physical 
or mental in nature. From this detection results  .  .  .  a conceptual entity, which defi nes 
the relationship between the elements it refers to on a lower, more concrete, level of 
abstraction.” This is not merely the identifi cation of patterns. It is instead the crea-
tion of new concepts, new classes, new information. Welling gave Einstein’s ideas of 
a continuity of space and time as an example of an abstraction. It represents a higher 
level of abstraction than had existed previously. Abstraction no doubt operates in the 
arts. Consider the work of Andy Warhol or Roy Lichtenstein, for example, each of 

Box 1.4
Metaphorical Thinking and Creativity

Gibbs (1999) suggested that people use approximately four frozen metaphors 
and two novel metaphors in every minute of discourse. Frozen metaphors are 
essentially those that are not novel. Novel metaphors of course require some 
creative thinking. The interesting thing is that, when metaphors are used, 
something is gained (understanding, insight), but something is lost as well. 
Information and detail about the original material is always lost (Runco 1991). 
No doubt the benefi ts to communication and insight usually outweigh the 
loss.
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whom stood back, so to speak, and asked the viewer to question “what is art?” Is it 
a tomato soup can, or as simple as a cartoon fi gure?

There are several issues. First is Welling’s (in press) conclusion that “so-called 
high creativity is more readily associated with combination and abstraction opera-
tions, while everyday creativity is derived primarily from application and analogy 
operations.” Clearly this is a simplifi cation, but Welling admitted that “some con-
tradictory fi ndings can be explained by the fact that high creativity is often not the 
result of a single operation but results from a longer period in which several opera-
tions are put to use during the discovery process.” The second issue refl ects the 
possibility that “none of the [cognitive] operations generate entirely new knowledge 
because the result is always dependent on, or constructed with, previous knowledge. 
It may be tempting to assume that the ideas that result from abstraction are also the 
ones that are most impressive or revolutionary, but this is not the case.” The more 
general question about analogical thinking is that of true originality. Is something 
truly original if it is similar to what came before it? We will return to this question 
in the last chapter of this volume.

Many theories of creative thinking, including those that describe divergent 
thinking and associative processes, assume that creative ideas result from problem 
solving. The creativity is supposedly in the ideas that are given to solve a problem. 
Is creativity always a kind of problem solving?

PROBLEM SOLVING

Cognitive theories of creativity often focus specifi cally on the problem-solving 
process. A problem can be defi ned as a situation with a goal and an obstacle. The 
individual wants or needs something (the goal) but must fi rst deal with the obstacle. 
There are, of course, different kinds of problems. Divergent and convergent thinking 
were defi ned earlier, and they are easiest to contrast when you think about the two 
kinds of problems that elicit them. Open-ended problems allow divergent thinking, 
and closed-ended problems require convergent thinking. A similar distinction is 
between ill-defi ned problems and well-defi ned problems. Problems may also repre-
sent a dilemma, which is a specifi c kind of, well, problem. If you have ever been “on 
the horns of a dilemma” (to repeat the old cliché), you know that it has two options 
(hence the prefi x di-), neither of which completely resolves the problem. If you take 
one option—either one—you lose what the other option offers. Wakefi eld (1992) and 
numerous others have put great care into categorizing the many different kinds of 
problems.

Not everyone believes that creativity is merely a kind of problem solving. Others 
have taken the opposite point of view and suggested that problem solving is one kind 
of creativity. From this perspective there are creative acts and performances that are 
not attempts to solve a problem. It is not clear-cut, however, and it boils down to 
how “problem” is defi ned. After all, you might think that artists are not solving 
problems but are instead expressing themselves. Yet artists sometimes are attempt -
ing to fi nd the best way to express themselves—and that implies that they have a 



problem. They may also be dealing psychologically with an issue from their past 
(Csikszentmihalyi 1988; Jones et al. 1997). Csikszentmihalyi referred to this as abre-
active catharsis. Creative efforts are often cathartic, meaning that by being involved 
in the creative effort the individual releases tension.

A great deal depends on how we defi ne problems. Runco (1994b) stated, 

Creativity is by no means just problem solving. Creative thinking can help when solving problems 
(and fi nding and defi ning them), but there is more to it. Creative art (which is surely a tautology) 
is often self-expressive, explorative, and aesthetic more than problem solving. Yet the separation 
of creativity from problem solving depends entirely on how problem is defi ned. If a problem is 
defi ned in terms of an obstacle between one’s self and a goal, then much of activity of artists could 
be called problem solving. They may be solving the problem of fi nding a means to best express 
an idea or refi ne a technique. No one else would see it as a problem, especially because it is the 
artist’s preferred activity, and he or she may be smiling and having a grand old time while doing 
the art. It may not look like an effort; the artist may not appear to have any problems whatsoever. 
This is the opposite case of what was described in the preceding paragraph. There problems that 
others saw were not felt as problems by the creator, but here no one sees the problem except the 
creator! This latter case is often described as problem fi nding. Problems are all that way; they are 
all personal interpretations. They are not givens, not objective entities.

This also shows the value of creativity—it is enormously helpful for solving 
problems, but leaves us with a necessary ambiguity: creativity is sometimes a form 
of problem solving, but sometimes not.

Guilford (1965) offered a slightly different view: “I have come to the conclusion 
that wherever there is a genuine problem there is some novel behavior on the part 
of the problem solver, hence there is some degree of creativity. Thus, I am saying 

Box 1.5
Analogies and Analogical Thinking

Many creative insights seem to have benefi tted from analogical thinking. Here 
are some examples described in the creativity literature:

Cotton gin (Eli Whitney saw a cat trying to catch a chicken through a 
fence)

Telegraph (Samuel Morse ostensibly put stations in the telegraph after think-
ing about stagecoach changing their horses periodically)

Benzene ring (a snake biting its own tail)
Oil pump (brine pump)
Steam engine (tea kettle)
Underwater tunnels (worm tunnels)
Velcro (burs or weeds)

Note: Analogical thinking was not necessarily involved in these ideas and 
inventions listed above. It is often cited in introspective reports, but these are 
suspect given their subjectivity. In some instances, the analogical thinking is 
simply inferred, but again, it may very well be apocryphal.

 P R O B L E M  S O L V I N G  15



16 1  �  C O G N I T I O N  A N D  C R E A T I V I T Y

that all problem solving is creative. I leave the question open as to whether all crea-
tive thinking is problem solving  .  .  .  .”

It is probably best to accept that not all problem solving requires creativity, and 
creative performance is not always a solution to a problem. However, the work on 
problem solving does contribute to our understanding of some creative perfor-
mances. This is especially true with the recognition that problems may be opera-
tionalized as well-defi ned or ill-defi ned, with the latter more common in the real 
world. This simply means that problems in the natural environment are often a bit 
ambiguous. They are not like problems we encounter in school, for instance, or on 
a test. Tests usually present problems in a very clear fashion in order to insure that 
the examinee focuses on the right information. But in the natural environment 
problems may need to be identifi ed as such, and defi ned in a workable fashion. 
Theories of problem fi nding take identifi cation and defi nition into account. As we 
will see, it may be that problem fi nding can be separated from problem solving, and 
yet sometimes the quality of solutions depends on the quality of the problem.

PROBLEM FINDING

Nearly always, something must occur before a problem is ready to be solved. As 
was just suggested, sometimes the problem itself must be identifi ed. This may sound 
silly—I know many of my problems slap me in the face and will not seem to go 
away!—but at times we may just have a hazy feeling that “something is wrong,” but 
we do not know what it is. Indeed, anxiety and stress have both been interpreted as 
indicators that we have problems and concerns, even if we are not thinking about 
them (May 1996). Other times we think we know what the problem is, but we are 
wrong. (Why am I thinking of problems that occur in relationships?) We may have 
defi ned “the problem” too generally or too specifi cally, and therefore have not really 
identifi ed the problem. It is almost as if we have not located it, at least not 
accurately.

Various problem fi nding skills have been identifi ed, including problem construc-
tion, problem identifi cation (where a task is simply recognized but not manipulated 
or operationalized), problem defi nition (where the task is prepared for solution), 
problem discovery, problem perception, and problem generation (Getzels & Smilansky 
1983; Mumford et al., 1991; Runco 1994b). Once again it may be best to use a con-
tinuum, with problems that are presented to us at one extreme (no identifi cation or 
defi nition required), problems that do require discovery at the other extreme, and 
various moderate possibilities in between (Runco et al., in press; Wakefi eld 1992).

A large body of research now indicates that individual differences exist, with 
some persons exceptionally capable at identifying or defi ning problems, but perhaps 
not as good at solving problems. Other people may be very good at solving problems, 
but the problems need to be given to them in a very unambiguous fashion. 
Interestingly, most people studying or experiencing problem fi nding believe that it 
is more important than problem-solving skill. Getzels (1975), for example, claimed 



that the quality of a problem determines the quality of a solution. I did say “studying 
or experiencing,” for Einstein himself seemed to hold this opinion. He often is quoted 
as saying: “The formulation of a problem is often more essential than its solution.  .  .  .  To 
raise new questions, new possibilities, to regard old problems from a new angle, 
requires imagination and marks real advance in science” (Einstein & Infeld 1938, 
p. 83). Not long after that, Wertheimer (1982) pointed out that “often in great dis-
coveries the most important thing is that a certain question is found. Envisaging, 
putting the productive question is often a more important, often a greater achieve-
ment than the solution of a set question” (p. 123). Guilford (1950) included “sensitivity 
to problems” in this seminal presidential speech presentation to the APA in 1949, 
and Torrance (1962) emphasized “the process of sensing gaps or disturbing missing 
elements and formulating hypotheses” in his defi nition of creativity (p. 16, emphasis 
added).

In the arts, problem fi nding may be problem expression. Here the problem is 
not extrinsic, but more a matter of fi nding a way to capture a feeling or need. Recall 
here the problems (pun intended) involved in defi ning “a problem.” The example 

Box 1.6
Computers and Creativity

Computers can solve problems, at least certain problems, quite well. They are 
fast and hold huge amounts of information. If creativity is simply a kind of 
problem solving, it would appear that computers can be creative (Simon 1995). 
Ohm’s Law, Kepler’s Law, and various other laws and discoveries in the hard 
sciences have been rediscovered by computers, once they are given the task 
and relevant information. Boden (1999) presented a thoughtful overview of 
the various computer programs.

One way to understand cognition is to use a metaphorical dichotomy. 
More specifi cally, a computer metaphor, with a distinction between hardware 
and software, can easily be applied. Computer hardware is, of course, the 
computer itself, including the CPU. Psychologically, hardware can be viewed 
as the nervous system, and in particular both the central and peripheral 
systems. Psychological hardware also would include specifi c receptors and 
valves, such as the rods and cones of the eyes, and more centrally, neurons. 
What, then, is psychological software? The answer to this takes us to a defi ni-
tion of cognition. Cognition represents the software of the human brain. It 
represents the programs, or in cognitive terms, the concepts, scripts, struc-
tures, and processes of thinking.

Using this metaphor, individual differences can be taken as indicating that 
different persons have different programs available to them. Other “metaphors 
of mind” are given later in this chapter.
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given earlier was of an artist who might not be aware of the problem being addressed 
in his or her artwork. The work itself might seem to be exploratory, self-expression, 
or an attempt to refi ne technique. Art is a refl ection of the artist, however, and the 
artist may be searching.

Then again, artists are sometimes well aware that they are pinpointing problems. 
The novelist Kurt Vonnegut Jr., for example, felt “an urgency to be a good citizen, 
to draw people’s attention to things, to function as a canary in a coal mine (in Ulin, 
2005, p. E1)”. Ulin rephrased this and described the “writer’s obligation [is] to make 
connections, to offer insights, to ask essential questions, even (or especially) if the 
answer is to remain unknown.” The emphasis is added to that quotation because it 
confi rms the idea that problem fi nding may be separate from problem solving.

Problem fi nding has also been cited in the debate about computers and creativity. 
A number of attempts have been made to program computers to be creative, and in 
fact they can fi nd the same high-quality solutions as humans (Simon 1988). This may 
not be truly creative, however, because unlike humans, computers need to be given 
a problem; they lack problem-fi nding skills.

Does a creative solution require a creative problem? Problems, in fact, can be 
evaluated and their quality determined. Some can be evaluated for their originality, 
just as ideas are evaluated with divergent thinking tasks—in terms of statistical 
infrequency (Okuda et al. 1991; Runco & Chand 1995). Table 1.1 contains example 
tasks from the research on problem generation.

Certainly, we can also take the long view, as is often taken in research on famous 
creators. We can let posterity decide. Einstein seemed to have identifi ed an excellent 
problem, for instance, as did Picasso, Freud, Frank Lloyd Wright, and other 
luminaries.

F I G U R E  1.2 Can computers be creative?



STAGE MODELS OF CREATIVE COGNITION

The idea of problem fi nding implies that creative thinking can be delineated. 
This is a debatable point, though entirely consistent with various lines of cognitive 
research (Shepard 1982). The same assumption of delineation led Wallas (1926) long 
ago to a four-stage description of the creative process. Wallas suggested that the 
creative process involves “preparation,” “incubation,” “illumination,” and “verifi ca-
tion.” The preparation stage would include problem identifi cation and problem defi -
nition, as well as information gathering and the like. The inclusion of verifi cation is 
noteworthy in that it allows the creative individual to test and tinker. With creativity 
requiring both originality and effectiveness, verifi cation is probably vitally impor-
tant. It may be that problems are made the most effective during some sort of veri-
fi cation. The more recent applications of this stage model have included recursion, 
the idea being that the individual may revisit early stages and cycle through the 
process as much as is needed. It is not a strictly linear affair.

The second stage, incubation, involves the unconscious processing of informa-
tion. This is a relatively common requirement in models of the creative process 
(Rothenberg 1990; Smith & Amner 1997). Incubation probably is recognized often 
because it explains how progress can be made on a task, even if we are not consciously 
thinking of the problem. It usually is explained such that associative processes are at 
work and are free from the censorship of the conscious mind.

Incubation is not just respected by psychoanalysts and people who like to take 
naps. Guilford (1979), a psychometrician, respected incubation. He wrote, “My 
own hypothesis is aimed at accounting for the actual progress during an apparently 
inactive incubation interval. It attributes progress of this kind to transformation of 
information” (p. 2). Guilford felt that incubation allows promising associations to be 
formed by providing the time necessary for the cognitive transformations. Not sur-
prisingly, then, Guilford directed his empirical efforts at the intervals between ideas 
given in response to a divergent thinking tasks (Fulgosi & Guilford 1968, 1973).
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Box 1.7
Problem Generation Tasks (Chand & Runco, 1992)

List different problems in school that are important to you. You may write 
down problems about the campus itself, classes, professors, policies, class-
mates, or whatever. Try to be specifi c, and take your time. Think of as many 
problems as you can!

Now list problems at work that are important to you. You may write down 
any problems about your boss, co-workers, clients, policies, or whatever. Be 
specifi c, and keep in mind that the more ideas, the better. Take your time!
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Smith and Dodds (1999) outlined several explanations for the benefi t of 
incubation:

(1) Intermittent conscious work occurs during the incubation problem.
(2) Incubation allows for a recovery from fatigue that has resulted from conscious 

work.
(3) Inappropriate mental states are forgotten and therefore no longer interfere with 

the problem-solving or thinking.
(4) Remote associates may be found more easily.
(5) An individual is able to fi nd and assimilate chance or serendipitous hints or data 

during incubation.
(6) Associations are broader and more extensive because the conscious mind has 

relaxed or is being focused elsewhere.

Smith and Dobbs (1999, p. 39) defi ned incubation as “a stage of creative problem-
solving in which a problem is temporarily put aside after a period of initial work on 
the problem.” The third stage in Wallas’ (1926) model, illumination, is best known 
because it leads to an “a-ha” experience (Gruber 1981, 1988). Illumination is also 
known as insight. Very importantly, most often insights are singular. We may have 
a problem, and one solution pops into our heads, like a light bulb being turned on. 
In that light (another pun!), insightful thinking is unlike divergent thinking, where 
various ideas are generated. Insight usually leads to one solution. Take a look at the 
insight problem from Schilling (in press), given on the next page, the nine dot 
problem (Fig. 1.4) and the two string problem (Fig. 1.5).

F I G U R E  1.3 Lightbulb representing mental illumination.



Example of an Insight Problem (from Schilling, in press)

Two men walking through the desert discover a third man, lying on the sand, 
dead. The dead man has a small pack that contains fresh food and water, a 
larger pack on his back, and a large ring on his index fi nger. Puzzled about the 
cause of his death, the two men proceed onward. Later, one of the men acci-
dentally drops his handkerchief while mopping his brow, and as it fl utters to 
the earth he suddenly realizes how the man had probably died: his parachute 
had broken, and he had plummeted to the ground. This example demonstrates 
how a partial representation with a gap (a dead man with a pack, food, water, 
and a large ring) may be suddenly fi lled in a way that completes the coherent 
structure of the representation (the large pack contained a parachute, and the 
ring was from its pull cord).

Insight is often contrasted with trial-and-error. Trial-and-error is step-by-step 
problem solving, where errors are made but corrected in another small step forward, 
toward the solution. Insight, in contrast, is also sudden, or at least feels that way. 
That is why a light bulb is the common symbol of an insight. There is a sudden illu-
mination. Yet insight may not actually depend on a discontinuous process. There is 
some controversy about that. Weisberg (1986), for example, wrote, “there seems very 
little reason to believe that solutions to novel problems come about in leaps of insight. 
At every step of the way, the process involves a small movement away from what is 
known” (p. 50).

It could be that insight just feels sudden because the processing that led up to it 
is beyond our awareness (Bowers et al. 1995; Runco 2006). Bowers et al. found 
semantic similarities between guesses and answers themselves, the idea being that 
on the semantic level, there is continuity. Put differently, the unconscious processing 
leading up to an insight is smooth rather than discontinuous. The suddenness is just 
in the awareness of the solution, not in the discovery of it. I recently attempted to 
describe the possibility that the processes occurring during incubation are simply 
beyond the comprehension of our conscious mind:

.  .  .  the unconscious is less prone to censoring, and as such it has a higher likelihood of generating 
remote associates and original ideas. Another way of describing the benefi t is that the use of pre-
conscious or unconscious processes allows the individual to utilize different reasoning processes, 
processes that, by virtue of their being beyond conscious awareness, are able to value and explore 
those things that allow original thinking. In this light the preconscious and unconscious are not 
actually irrational; they just have a rationality of their own. (Runco, 2006b, p. 109)

This view would help explain intuition and the “feeling of knowing” that occurs 
when we know something but not how we know it (Metcalf 1986). We may know 
something, or have a good idea, but the idea is in a form that is incompatible with 
conscious conventional logic or rationality. But we do have a good idea and we react 
emotionally to it, hence the feeling of knowing.
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Wertheimer (1991) felt that insight represented a “discovery of the applicability 
of an existing schema to a new situation” (p. 190). More recently, Schilling (in press) 
defi ned insights in terms of “unexpected connection between disparate mental rep-
resentations.” She identifi ed fi ve explanations for insight, each of which involves some 
kind unconscious process. Insight might occur in one of the following situations:

(1) A schema is completed. Schema refer to cognitive structures and information 
that is personally and meaningfully organized.

(2) Visual information is reorganized.
(3) A mental block is overcome.
(4) A “problem analog” is found.
(5) Information is randomly recombined.

The last of these may not seem all that scientifi c, and it is controversial. Nobel 
laureate Herbert Simon (1973), for example, suggested that our thinking follows 
systematic, logical, and rational processes, much like a computer searching all pos-
sible combinations. Not surprisingly, Simon was cited earlier in this chapter, on the 
idea that computers can be creative. The other side of the debate is probably more 
popular. Campbell’s (1960) theory of blind variation and selective retention, for 
instance, is widely cited. It assumes that the variations of thought (the options con-
sidered) are blindly generated. Many others hold similar views about the random or 
at least asystematic nature of creative thinking (Simonton 2006). Keep in mind, 
however, that we are talking about incubation, and not the entire process. Part of 
the creative thinking process could draw on random subprocesses, whereas other 
stages might be entirely systematic. Two historical descriptions of thinking are pre-
sented in Boxes 1.8 and 1.9.

Box 1.8
William James

William James (1880), often considered to be America’s fi rst psychologist, 
foresaw much of modern-day psychology. Here is his description of thinking, 
which suggests that ideas may come together for unexpected and unconscious 
reasons:

Instead of thoughts of concrete things patiently following one another in a beaten track 
of habitual suggestion, we have the most abrupt cross-cuts and transitions from one idea 
to another, the most rarefi ed abstractions and discriminations, the most unheard of 
combination of elements, the subtlest associations of analogy; in a word, we seem suddenly 
introduced into a seething cauldron of ideas, where everything is fi zzling and bobbling 
about a state of bewildering activity, where partnerships can be joined or loosened in an 
instant, treadmill routine is unknown, and the unexpected seems only law. (p. 456)

This is fairly consistent with the view that insights arise when the indi-
vidual is able to explore various combinations of ideas, perhaps in a random 
fashion (quoted by Schilling, in press).



RESTRUCTURING AND INSIGHT

Insight is often explained by the concept of restructuring (Ohlsson 1984a, 1984b). 
This occurs when the individual initially does not understand something because he 
or she is relying on one representation of the problem, but then the individual 
changes that representation—restructures it—such that it takes new information 
into account or in some allows a better understanding and insight. (Representations 
are the cognitive analogs to understanding. You might say that information or experi-
ence is represented in the mind, thus a person has representations.) Suppose you 
build a model of something out of Tinkertoys. Your model may be a map of some 
kind, or it may in fact represent something. Suppose further that you discover some-
thing new about the place you have mapped or the thing you have represented. You 
might remove a few Tinkertoy pieces and add a few. You do not need to start from 
scratch, however, and in fact the restructuring may be fairly quick. Quick but 

Box 1.9
Logic and Creativity

Some forms of logic make creative thinking diffi cult. Deduction and induc-
tion, for example, sometimes constrain thinking such that it must move in a 
particular direction. This is only the case when logic demands one solution, 
however. Deduction and induction are both inferential processes, and as such 
often allow the individual to “go beyond the given information” (Bruner 1962) 
and, perhaps, create. Pribram (1999, p. 216) tied creative thinking direction 
to abduction, and in fact defi ned abduction by quoting the early psychologist 
Charles S. Peirce. Abduction is “the inspiration that produces the creative act” 
(Peirce, quoted by Pribram 1999).

And of course it is possible that all creative thinking requires some sort 
of logic, though perhaps it is logic operating on a preconscious, preverbal level. 
There are different kinds of logic:

• Deduction involves reasoning from general (e.g., abstract concept or theory) 
to specifi c.

• Induction involves reasoning from specifi c(s) to general.
• Transduction involves reasoning about one object or case based on objects 

or cases within the same level (e.g., “That sports car is really fast, and there 
is another sports car! It must be fast too!”).

• Abduction, not often recognized, is “the inspiration that produces the 
creative act” (Peirce, quoted by Pribram 1999).

• Eduction. Spearman’s (1927) description for the process used to infer 
relationship among pieces of information.
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dramatic changes are possible: Perhaps you built a model of a tall building but then 
decide it needs to be even taller. You add long legs to the structure. That may require 
very little work, but the result is dramatically different. The building may double in 
height. Restructuring is a bit like changing your model, and sometimes fairly quick 
changes offer a dramatically different representation—an insight.

The idea of restructuring has a long history (e.g., Duncker 1945; Kohler 1925; 
Wertheimer 1982). The concept is often tied to Gestalt theory. The gestalt term 
for it is Umstrukurierung. A gestalt is essentially the result; it is a meaningful whole, 
as in a whole and complete understanding. Gestalt psychology has been used to 
describe the perceptual process, the key idea being that humans have a tendency 
to make sense of our experience and can often construct meaning from partial 
information. We may perceive a few stars, for instance, but impose meaning such 
that we see a bear, a god, a dipper (big or little!). Our perceptual system completes 
the gestalt. More clinically oriented gestalt psychologists (Perls 1978) felt that humans 
have a need for meaning and are unhappy without it. We can, however, impose 
meaning on our lives—even when there is little to suggest it! A clinician will often 
help a client or patient fi nd meaning and thereby happiness. This might even require 
an insight in the same sense that concept is used in the problem solving and creativity 
literature. The client’s understanding may be obtained quickly but with dramatic 
results.

An alternative explanation uses information processing theory and the idea of 
linear search (Newell & Simon 1962; Ohlsson 1984a; Weisberg & Alba 1981). As 
Ohlsson (p. 65) described this perspective, “to solve a problem is to proceed step-wise 
through the space of alternatives, until an action sequence is found which leads from 
the problem to the solution.” Weisberg and Alba (1981) tested subjects with three 
insight problems—including the famous Nine Dot problem (see Figure 1.4)—and 
concluded that the “spontaneous reorganization [restructuring or insight] of experi-
ence does not occur during problem solving” (p. 326). They rejected the ideas of 
insight, restructuring, and fi xation (where restructuring is diffi cult because of a dif-
fi culty in restructuring).

F I G U R E  1.4 The Nine Dot insight problem.



F I G U R E  1.5 The two-string insight problem.

Ohlsson (1984a, 1984b) suggested that the gestalt and the information processing 
perspectives are compatible with one another. She acknowledged that the gestalt view 
is not as testable as it should be, for science, and that it does not really help us to 
understand individual differences—or as she put it, “good” and “bad” thinking 
(1984a, p. 72). Individual differences may be explained in terms of previous experi-
ence (Epstein 1990).

Schilling (in press) offered a small network explanation for insight. Insight is 
defi ned as “a substantive shift or augmentation of a representation due to the addition 
or changing of either nodes (elements of information, or sets of information) or links 
(connections or relationships between nodes of information);  .  .  .  such a shift may 
often be the result of forging connections along a path that the individual perceives 
as atypical; and  .  .  .  the perceived signifi cance or magnitude of the shift may be a 
function of both the unexpectedness of the connection, and the magnitude of change 
it creates in the network of representations.” Schilling drew from small network 
theory, which had been around since the 1950s but really came of age in the 1970s 
(cf. Watts & Strogatz 1998).

Insights seem to be quick and spontaneous. That is one reason the light bulb 
often is used to characterize an “a-ha” moment: It illuminates quickly, seemingly all 
at once. Yet the evidence suggests that insights may actually be protracted (Gruber 
1981, 1988; Wallace 1991). They are not instantaneous but instead develop over time. 
Gruber (1981, 1988) found protraction in a number of scientifi c insights, and Wallace 
(1991) found much the same in the writing of Dorothy Richardson, one of the writers 
who developed the “stream of consciousness” style of fi ction.

EXPERIENCE, EXPERTISE, INFORMATION, AND INSIGHT

Wish I didn’t know now what I didn’t know then. —Bob Seger, Against the Wind

The protraction of insight intimates that it may depend on information and 
experience. Then again, insights can be the most diffi cult when the individual has a 
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great deal of experience in the problem domain (Wertheimer 1982). The individual 
may experience einstellung (Luchins 1942), which means there is a kind of mental 
block to one’s thinking that keeps the individual from fi nding new and original ideas. 
It is similar to the functional fi xedness that occurs when the individual sticks with 
previous experience and conventional thinking about the problem or situation at 
hand (Duncker 1945).

It is a bit puzzling that experts can sometimes understand things that others 
cannot, but at the same time they may have diffi culty thinking in an original fashion. 
There is a cost to expertise (Rubenson & Runco 1995).

The benefi ts of expertise usually are explained in terms of knowledge. Experts 
develop huge knowledge bases, much of it domain-specifi c knowledge, but at least as 
important is that they have a larger number of interconnections among their knowl-
edge. Experts’ domain-specifi c knowledge, apparently, is also automatically activated 
when solving problems within their domains. The knowledge is probably better 
organized than that of a novice, perhaps being hierarchical with concrete knowledge 
at the bottom of the hierarchy and abstract knowledge at the top. Keep in mind (no 
pun intended this time) that these characteristics of experts’ knowledge are domain 
specifi c. Experts tend to outperform novices within their domains but not outside 
them.

Experts often make assumptions, because they know so much. This can preclude 
original and creative thinking. For that reason Piaget (Gruber 1996) and Skinner 
(1956) both recommended that it was wise to read outside one’s own area of research. 
This kind of reading could easily give the individual a fresh perspective on his or 
her own fi eld, and it could help the expert to avoid the saturation or rigidity that can 
result from having too much expertise (Martinsen 1995).

Moving from one fi eld to another creates a kind of professional marginality, and 
many famous creators have done this intentionally. Piaget himself did this, drawing 
from biology in his work on cognitive development. Freud drew heavily from physiol-
ogy in his theory of psychoanalysis. Darwin studied geology extensively but contrib-
uted the most to evolutionary biology.

Martinsen (1995) and Epstein (1990) both demonstrated that specifi c experiences 
and information can either help or hinder insightful thinking. Martinsen’s work 
suggests that for many of us, there is an optimal level of information that can help 
us think creatively, but beyond that, our thinking becomes less insightful.

INTUITION

No man clearly understands the sources of his own creativity. —Boring 1971, p. 55

I cannot always distinguish my own thoughts from those I read, because what I read becomes the 
very substance and texture of my mind. —Helen Keller, from Piechowski 1993, p. 467

Intuition is probably the best example of unconscious processing. Anecdotal 
reports often pointed to intuition in creative insights, and case studies occasionally 



mentioned the famous person’s intuitive capacity. In his study of Albert Einstein and 
Henri Poincare, Miller (1992) concluded that “aesthetics and intuition are notions 
that can be discussed in a well defi ned manner and are essential to scientifi c research 
as are mental imagery in descriptive and depictive modes.”

Einstein on Intuition

Einstein was very clear about the role of intuition and the scientifi c method. 
In his words, “from a systematic theoretical point of view, we may imagine the 
process of evolution of an empirical science to be a continuous process of 
induction.  .  .  .  but this point of view by no means embraces the whole of the 
actual process; for it slurs over the important part played by intuition and 
deductive thought in the development of an exact science” (p. 123).

Similar empirical evidence for intuition was provided by Hasenfus, Martindate, 
& Birnbaum (1983). They demonstrated that college students can infer the similari-
ties among works of music, architecture, and art for different periods of history. Even 
if a student has not studied art history or the like, he or she will be able to see that 
Baroque music is related to Baroque architecture and painting, and that Classical art 
is related to Classical architecture and music. The students do not know how they 
know, but they do know.

The large body of research on insight is also relevant. Gruber (1988), for example, 
demonstrated that creative insights frequently are protracted, meaning that they 
cover a period of time. They are not sudden or immediate and quick. Instead, the 
creator is working with the problem or issue, albeit often on an unconscious level. 
As a matter of fact, that is what all of this research suggests—that the unconscious 
is very actively involved in many expressions of creativity, including those operating 
on historical and social levels.

Langan-Fox and Shirley (2003) found discussions of intuition throughout history, 
going back at least to Spinosa, who felt that intuition was “the highest form of knowl-
edge” (Langan-Fox & Shirley, 2003, p. 3). Kant felt that it was an internal process 
“supplied by the mind itself” (Langan-Fox & Shirley, 2003, p. 3). Bergson contrasted 
it with intelligence and felt it was more of an expression of instinct (cf. Barron 
1995).

Remarkably, intuition can be studied using the experimental method. Bowers 
et al. (1990) argued that intuition was an example of informed judgment. They 
described two stages involved in intuition: fi rst is the guiding stage where a coher-
ence or structure is unconsciously recognized and used, and second is an integrative 
stage where the coherence makes its way to the level of consciousness. The transition 
between the two stages very frequently leads to the sudden “a-ha” feeling. It may 
also explain a sudden closure, such as the ones seen in tasks of gestalt perceptions.
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Bowers et al. (1990) developed two tasks of intuition. First is the dyads of triads 
task (DOT). The second is the Waterloo gestalt closure task. A third task is the 
accumulated clues task or ACT. The ACT contains sixteen items, each with a clue 
word that is an associate of the solution word. The last measure was a faith in intui-
tion self report scale. Items on this, as the name implies, tempted to capture an 
individual’s confi dence in his or her own feelings and decision making underlying 
actions. An example item asked about the individual’s reliance on “gut feelings.” A 
second example asked individuals to rate how frequently they have a feeling that they 
are right or wrong even if they can’t explain why.

The Myers-Briggs type indicator (MBTI; Myers & McCaulley 1985) was devel-
oped from Jung’s (1960) work on feeling, thinking, sensing, and intuition. The MBTI 
asks examinees how they usually act or feel. It often is interpreted as behavioral rather 
than a cognitive measure of intuition. The MBTI intuition scale assesses the indi-
vidual’s perception of “possibilities, patterns, symbols, and abstractions” (Myers & 
McCaulley 1985, p. 207).

Briggs (2000) and Holton (1973) imply that intuition plays a strong role in the 
sciences. They refer to themata, which are essentially subjective themes and guides 
within the thinking and work of a sciences. Nuances may also play a role in scientifi c 
discovery, and they, too, are highly subjective guides, much like a gut feeling. They 
are not temporary, however, so the creator may experience a stable feeling guiding 
his or her work (e.g., Darwin, Curie, Telga). Apparently nuances give the individual 
a basis for judging the worth of new ideas—his or her own, or ideas of another. They 
are in a sense criteria, and they allow the individual to judge the appropriateness and 
originality of new ideas (i.e., judge whether or not new ideas extend a line of thought 
in a worthy direction). These ideas are entirely consistent with the larger cognitive 
sciences, and in particular with theories of tactic knowledge, implicit theories, 
Zeitgeist, and “knowing more than we think we know” (Wilson 1975).

Box 1.10
Cognitive Style

Cognitive style is supposedly independent of cognitive ability. From this per-
spective, individuals differ in their performances, not because they vary among 
some continuum refl ecting levels of capacity or ability, but instead because of 
preferences and different cognitive “styles.” Individuals will differ, then, not 
because one is better or worse than someone else, but instead because they are 
simply different. It is analogous to cross-cultural studies that would suggest 
that certain behavior patterns are not better or worse than other behavior 
patterns, but instead they are just different. This perspective implies qualita-
tive individual differences rather than quantitative.



UNCONSCIOUS PROCESSES AND CREATIVE COGNITION

Theories of incubation and intuition suggest that there are benefi ts to the uncon-
scious. One benefi t has not yet been pinpointed, namely the possibility of reconciling 
opposites, contradictions, and seemingly incompatible ideas. Arieti (1976) referred 
to this kind of creative thinking as a magic synthesis. Similarly, Koestler (1964) felt 
that creative insights resulted from the bisociative process, the key feature of which 
is that discrepant ideas are synthesized. Interestingly, Hoppe and Kyle (1990) used 
this theory to describe why the two hemispheres of the brain are both required for 
creative thinking. The associative view of creative thinking (Guilford 1979; Mednick 
1962) also assumes an operative unconscious (se also Suler 1980 for a review).

The Idea of the Unconscious

The infl uence of the unconscious was recognized long before Freud. Tolstoy 
seemed to recognize it in War and Peace when he wrote, “a king is history’s 
slave” (quoted by Boring 1971, p. 55). Boring also cited Francis Galton, Charles 
Darwin, and Herbert Spencer as recognizing the unconscious (also see The 
Unconscious Before Freud Whyte, 1983). Admittedly, Freud most carefully delin-
eated the unconscious and tested it in his clinical studies.

Rothenberg’s (1990, 1999) research is especially impressive. He has defi ned and 
manipulated two relevant processes, one labeled Janusian, named after the Roman 
God Janus, who could look in two directions at once, and the homospatial process, 
whereby two objects occupy one space. Rothenberg’s experimental research demon-
strates clear benefi ts to these processes, as well as individual differences in the capac-
ity for them. Rothenberg cited Existential Philosophy (absurdity of life, but the 
possibility of happiness) and the Heisenberg Uncertainty Principle (the location and 
speed of a particle cannot both be determined) as exemplifying insights resulting 
from a creator’s thinking about contradictions and opposites. I would add that chaos 
theory also exemplifi es this, for chaos is “an orderly disorder” (Gleick 1987, p. 15).

Children are probably unable to employ these processes. They certainly have 
diffi culty with dialectical thought (Smolucha & Smolucha 1986), and it resembles 
Janusian and homospatial processes in the sense that opposites are considered simul-
taneously. The dialectical process starts with one perspective (a thesis) and the 
opposite perspective (an antithesis), and eventually produces a mixture of the two (a 
synthesis), even though the thesis and antithesis are ostensibly incompatible. That 
is no easy trick to bring opposites together! It is cognitively demanding, and not 
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surprisingly, probably not possible until late adolescence (Smolucha & Smolucha 
1986).

Componential Theories

Componential theories, like stage theories, delineate creative cognition. 
Componential theories do not require a stage-by-stage or step-by-step movement, 
and in general components are not as interdependent as stages. Usually, in stage 
models the assumption is that one stage must precede the next stage. Componential 
models allow for interactions but do not require this same kind of linear progres-
sion. Amabile (1990), for instance, presented a componential theory containing 
(a) task motivation, (b) domain-relevant skills, and (c) creativity relevant processes. 
Motivation is often intrinsic (see Chapter 9), though it is for some people, or 
some of the time, extrinsic as well. Domain relevant skills are often technical (e.g., 
knowing how to conduct research, for a scientist). Creativity-relevant skills are fairly 
general (e.g., a cognitive style that fi ts with a domain and tolerates originality and 
exploration).

Sternberg and Lubart (1996) proposed an investment model, with six kinds of 
resources: intelligence, knowledge, cognitive style, motivation, personality, and envi-

F I G U R E  1.6 The Roman God Janus, who could look in two directions at once.



ronmental context. They further defi ned each of the resources. Intellectual abilities, 
for example, allow synthesis, analysis, and a practical ability (e.g., selling the new 
idea).

Woodman and Schoenfeldt (1990) described the creative process as dependent 
on an interaction between antecedent conditions, personal characteristics, and situ-
ational circumstances. This model is described in Chapter 5.

Mumford et al. (1991) described problem construction, information encoding, 
category search, a specifi cation of the most appropriate categories, combination and 
recombination of categories, idea evaluation, idea implementation, and process 
monitoring.

Finke (1997) outlined the geneplore model (gen- from generate and -plore from 
explore). The fi rst phase generates a preinventive form, which is a kind of loosely 
formulated initial cognitive structure. These are then evaluated, extended, or elabo-
rated, and tested during the exploration phase.

Runco and Chand (1995) presented a two-tiered componential theory. The fi rst 
tier contains what might be called infl uences on the process, namely motivation 
(intrinsic and extrinsic) and knowledge (declarative/factual/conceptual and proce-
dural). The second tier contains problem-fi nding skills, ideation, and evaluation.

Each of the components in the two-tiered model can be subdivided. Problem 
fi nding, for instance, represents a family of skills, including those mentioned earlier 
(e.g., problem identifi cation, problem defi nition). Ideation also represents a family of 
skills, as is indicated by Guilford’s (1968) and Torrance’s (1995) theories of divergent 
thinking. Most often ideational fl uency, ideational originality, and ideational fl exibil-
ity are used.

Several aspects of this model should be emphasized. First is that the fl exibility 
that was just mentioned may be particularly useful in creative thinking, given what 
was said earlier about functional fi xity. Flexibility will help the individual avoid ruts 
and fi xity. In addition to ideational fl exibility, there is also a benefi t to fl exibility as 
manifested in the use of a “wide repertoire of cognitive styles” (Guastello et al. 1998, 
p. 77). Cognitive styles were defi ned in Box 1.9.

A second noteworthy aspect of the two-tier model is that it defi nes information 
and motivation infl uences on the creative thinking process. As noted earlier, motiva-
tion can be intrinsic (personally meaningful) or extrinsic (e.g., incentives and rewards). 
The infl uence of motivation must be recognized, for individuals will not put the 
effort into solving a problem unless they are somehow motivated to do so.

Information, which may be declarative (conceptual or factual) or procedural, 
is relevant in many ways (see later), as is implied by the impact of experience on 
insight and the earlier discussion about experience. At least as important is that 
information can provide the individual with the know-how to be creative and 
solve problems in a creative fashion. Know-how seems like a casual term, but it is 
perfectly apt for procedural information. It refl ects knowledge about how to get 
something done (in this case, how to fi nd original and creative ideas and solutions). 
Another way to put this is that procedural knowledge provides tactics for creative 
thinking.
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Tactics depend on metacognition. In literal terms, metacognition is cognition 
about cognition. It refl ects the individual’s thinking about his or her own thinking. 
Metacognition allows the individual to monitor his or her own actions. It refl ects 
the intentional actions taken to enhance one’s own creativity. Tactics are highly 
practical precisely because they can be intentionally used. In fact, they must be used 
intentionally. By defi nition the individual chooses which tactic to employ, and when, 
if in fact, any is to be employed. Metacognition is, then, the basis for any tactical or 
strategic creative efforts.

Sticking with the literal approach, “tactics” are short-term procedures or maneu-
vers that are used to increase the probability of obtaining a goal. They differ from 
“strategies,” which are more general and long-term. Strategies often lead to specifi c 
tactics (see Box 1.10). A number of tactics are presented in Chapter 10, which deals 
with the enhancement of creativity.

Metacognition develops only in adolescence (Elkind 1981). Children therefore 
cannot be tactical about their creativity (see Chapter 2). Then again, they do not 
need to be tactical: they are spontaneous and uninhibited and do not use as many 
assumptions and routines as adults. Adults rely on routine and may need tactics to 
solve problems in a creative fashion and to avoid fi xity.

PERCEPTION AND CREATIVITY

Two very different views of creative cognition have been described. One allows 
the creator to take intentional control of his or her work, often through tactics, and 
the other relies more on unintentional and random processes. These views are not 
incompatible. Part of the creative process could be unconscious and random (or 
beyond the reasoning of our conscious mind), whereas another stage is intentional 
and can be controlled. More will be said about the intentional processes in sections 
devoted to judgment, mindfulness, and personal creativity.

Another view distinguishes between random and unintentional process (“blind 
variation”) and systematic but unintentional processes. Perceptual processes play a 
role in certain kinds of creative thought, and they are anything but random. They 
are not, however, directed by our conscious mind nor in any sense intentional. 
Consider in this regard the process of percept-genesis. Smith (Smith & Amner 1997) 
gave this label to the process through which meaning is assigned, in a step-by-step 
fashion, to the information we perceive. It is similar to the top-down processing model 
of cognition (Lindsay & Norman, 1977), which describes information processing as 
guided by one’s thinking and expectations.

Bottom-up cognitive processing starts from experience and the mind reacts to 
it by determining what the experience means. Bottom-up processing is often a kind 
of recognition: We perceive something and react to it by searching our memory for 
similar objects or experiences. We then label the new experience, based on what we 
found in our long-term memory. Top-down processing, on the other hand, may 



Box 1.11
Tactics vs. Strategies

The techniques and procedures used to insure or increase creativity often are 
described as strategies, but actually it is important to distinguish between 
tactics and strategies. Chandler (1962) put it this way: “strategy can be defi ned 
as the determination of the basic long-term goals and objectives of an enter-
prise, and the adoption of courses of action and the allocation of resources 
necessary for carrying out these goals” (pp. 15–16). Tactics, on the other hand, 
are specifi c processes for dealing with a particular situation or problem. 
Organizations often have strategies, especially if they are concerned about 
innovation (Lines & Grohaug, 2004), but individuals may employ specifi c 
tactics when, say, faced with an impasse. They may, for instance, “turn the 
problem on its head” or “put the problem aside for a short period.” These two 
tactics do not refer to goals and objectives. Of course, organizations or indi-
viduals may have both strategies and tactics; it would be inaccurate to assign 
strategies only to organizations and tactics to individuals.

require less information because the individual is assigning meaning based on expec-
tations. Of course we often fi nd only what we are looking for, which is why top-down 
processing and a reliance on expectations can cause problems (Rosenthal 1991).

Chapter 6 discusses several problems that may arise when working with creative 
children (e.g., they may not fi t our expectations of ideal children). Smith’s research 
on percept-genesis is one of the best examples of how the creative process can be 
empirically examined. Probably most important is that creative individuals assign 
meaning in a different fashion than less creative persons. Creative individuals tend 
to use ambiguous stimuli, or stimuli that have not yet been fully revealed. They can 
construct meaning based on very little information. Creativity here is very literal: It 
is the creation of meaning. Cupchik (1999) and Runco (2003) went into more detail 
about the various ways that the human perceptual system may infl uence creative 
thinking. Perception represents one of the nomothetic processes mentioned briefl y 
in the introduction to this chapter.

SYNAESTHESIA

Synaesthesia represents another unintentional but systematic perceptual and cog-
nitive process. Synaesthesia occurs when information from one sensory modality 
(e.g., hearing) is translated to another sensory modality (taste). Domino (1989) found 
that 23 percent of his sample of 358 fi ne art students experienced synaesthesia, and 
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did so consistently and spontaneously. These students apparently associated colors 
with music, tastes with certain vowels, and colors with numbers. Domino found the 
individuals who spontaneously experienced synaesthesia had higher scores on four 
creativity tests than did a control group.

MINDFULNESS

Langer (1989) believes that we can take control of our perceptual processes, and 
thereby fulfi ll our potential for creativity and even health. She suggested that creativ-
ity and health will fl ourish if we can avoid mindless (automatic) behaviors. We should 
also avoid relying on past routines and the categories of experience used in our per-
sonal pasts. We should instead look closely at new experiences and create new catego-
ries for those new experiences. We should also avoid relying on single perspectives 
and instead be alert to alternative perspectives. The last of these suggestions shows 
why mindfulness is related to creative behavior. Apparently, mindfulness and creativ-
ity are each related to fl exibility. Flexibility will, for instance, allow us to avoid relying 
on routine and assumption and help us to consider various perspectives. Langer 
(1989) suggested that we remain open to new information, and “openness to experi-
ence,” like fl exibility, is often related to creative potential (McCrae 1987). Langer 
has demonstrated the benefi ts of mindfulness in the classroom (Langer et al. 1989) 
and various other institutions. Mindfulness can be enhanced, by one’s self or by 
others (e.g., teachers, supervisors), and has profound effects on creativity and 
health.

There is no doubt of an optimal level of mindfulness. Indeed, assumption some-
times works well and makes our lives easier. When we make an assumption, we free 
up resources that can then be allocated to other concerns. Mindfulness is a very good 
thing, most of the time.

OVERINCLUSIVE THINKING

We can explore this idea of optima further, especially if we stand back 
and examine the concept of categorization. This is one way we structure our think-
ing and make our lives easier: We classify people, objects, and experiences into 
categories and other cognitive structures (Piaget 1976). Usually this dramatically 
improves the effi ciency of our thinking. It can be taken too far, however. If we 
rely on categories, we might err by assuming that each member of a category is 
identical. This can be seen when we stereotype people or groups and assume that 
everyone in one group is the same. (“All lawyers are  .  .  .  .”) We might also err in the 
manner that Langer (1989) described, in which case we rely too much on categories 
from our past experiences and do not notice the originality and signifi cance of new 
experiences.



Box 1.12
Categorical and Hierarchical Thinking

Did you ever wonder how a letter fi nds its way to its addressee (the recipient)? 
The answer is probably obvious to you because you have no doubt addressed 
many a letter. (I know I have written every creditor in the known universe. 
They all confuse me with my evil twin.) The postal delivery method was, 
however, not so obvious when the United States was just getting started. The 
inventor was none other than Ben Franklin. The interesting thing about the 
postal delivery method is that it is a method. It is not a thing, a product, but 
is instead a means or procedure. We often do not think of methods as inven-
tions, but they certainly are as creative as products. Consider Henry Ford’s 
assembly line (and the later methodological changes, mostly in Asia, to make 
the auto industry more effi cient and cost-effective), Thomas Edison’s inven-
tion factory, or McDonald’s fast food methods (Bryson 1994).

The other notable thing about the postal delivery method is that it relies 
on classifi cation and hierarchical thinking. A letter is delivered by fi rst iden-
tifying the country, then the state, then the city, and then the street and house 
number. (Zip codes expedite this process further, but if you just used a zip 
code, your letter would not be delivered. It is not specifi c enough.) Categories, 
sometimes called concepts or classifi cations, develop as we acquire knowledge. 
They represent one way that knowledge is structured: the individual puts 
similar things in one category (cats and dogs are in the animal category), 
and infers and constructs hierarchies based on super- and subclassifi cations. 
Categories make our thinking much more effi cient, for we can often judge 
something based on the general category. (To answer the question, “Do you 
like Siamese cats?” you do not even need to know anything specifi c about that 
breed, if you are allergic to all cats. Siamese cats represent one subclass in the 
subclass “Cats,” which of course is a subclass of “Animals,” “Mammals,” and 
so on.) As a matter of fact the taxonomic system (Kingdom, phylum, genus, 
species) represents another very useful hierarchy.

The up-side of categorical thinking is that our thinking is more effi cient, 
and the down-side is that our thinking is too effi cient. It is too effi cient when 
we do not notice details in a mindful manner. This can create problems (yet 
another pun) for creative thinking; it is really just another way of saying that 
when we rely on categories we are making assumptions. These problems—
making assumptions, not looking at details, and mindless inattention—will 
each be examined in Chapter 10, for they all get in the way of original ideation 
and problem solving. In terms of the cognitive bases of creative thinking, the 
important points are that (a) our thinking is often structured, and often organ-
ized in a hierarchical fashion; (b) creative thinking sometimes results when 
we ignore the “conceptual boundaries” that defi ne categories; and (c) thinking 
that largely ignores those same boundaries is overinclusive and sometimes 
related to psychosis (Eyseneck, 1997).
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The interesting thing is that another theory of cognition suggests that some-
times categorization errors contribute to creative insights. I am referring to Eysenck’s 
(1997, 2003) theory of overinclusive thinking. Eysenck claimed that overinclusive 
thinking supplies the variations and options from which the individual may select 
useful and creative ideas. A great deal of attention indeed has been given to the pro-
duction of variations and options (Campbell 1960; Simonton 2006), and no doubt 
using loose conceptual boundaries, and including things in categories that others 
may not include, could expand the range of options. There is also a modicum of 
experimental research that suggests that creative insights sometimes result from a 
loosening of conceptual boundaries (Martindale 1990).

CONCLUSION

The most fascinating thing about the cognitive research on creativity may be its 
diversity. It is tempting to borrow Minsky’s (1988) metaphor of a society of mind, 
for societies are busy and a bit chaotic. Then again, the society metaphor may imply 
humanity and undue homogeneity. Perhaps an ecosystem of mind is a better meta-
phor. An ecosystem implies diversity. In the natural world an ecosystem contains 
fl ora and fauna, and often extreme heterogeneity of each. And with the diverse 
species in an ecosystem, actions occur on various levels (from the treetops and sky 
to deep in the earth), at different speeds, sometimes interactively and systemically, 
and sometimes independently. An ecosystem contains not just one species and com-
munity, but many of them, as well as a physical environment. For creative cognition, 
the environment is the brain itself, and the mind it generates.

Metaphors of the Mind

Every era seems to borrow from technology for its favored metaphor of the 
mind. Here are some examples:

• Telegraph
• Switchboard
• Computer
• Society
• Ecosystem

Such cognitive diversity may be diffi cult to conceive. Yet this is the kind of thing 
that should be practiced, given messages from the creativity literature. After all, 
creative thinking sometimes requires an open mind. The reader may need to practice 



just that—open-mindedness—while reading about cognition and creativity. Some 
of the research herein suggests that cognition depends on affect, for example, and 
the interplay with cognition is not always an easy idea to accept. Many people view 
cognition as “cold” and independent of emotions (Lazarus 1991). Even more chal-
lenging may be the idea of creative cognition sometimes involving a simultaneous 
consideration of opposites (Arieti 1976; Rothenberg 1997). This sounds a bit like 
“white is black” or “day is night.” Then there is the idea of the unconscious! It is by 
defi nition untestable and many think it unscientifi c. But without a recognition of 
the unconscious, it would be very diffi cult to explain incubation, insight, and the 
resolution of opposites. The best solution is to realize that the traditional scientifi c 
method, with objectivity as its centerpiece, does not apply perfectly to creative 
studies. By all means we need to be scientifi c about creativity, but not when extreme 
objectivity precludes a realistic understanding of the subject matter. It helps to be 
open-minded.

Clearly there are different ways to be creative and different processes that can 
result in original and effective insights, ideas, or solutions. Some processes may be 
unconscious and out of our personal control. Yet others are entirely conscious and 
can be controlled. One of the best examples of a controllable process is simply knowl-
edge acquisition. Knowledge is often useful for creativity. No wonder there is a ten-
year rule for many domains, where contributions to a fi eld are unheard of until the 
individual has invested 10 years (some say 20,000 hours) to its study. These 10 years 
allow the individual to master the prerequisite information. They then get to a point 
where they see the gaps and know what is important; they can then contribute in a 
meaningful way. There are domain differences in this regard (see Chapter 2) and 
exceptions—recall here the idea of professional marginality, where an individual 
from outside a fi eld has an advantage in questioning assumptions and contributing 
in a creative fashion (Dogan & Pahre 1990; Runco 1994d)—but most of the time, 
information is helpful. What is most important is that the process of information 
acquisition is largely under our control. People who invest 20,000 hours mastering 
a fi eld do so because they are fascinated by it; they are thrilled by it; so they decide 
to devote themselves to it. They often lose themselves and do not even realize that 
they are working at it. Time fl ies, as they say. Or as Thomas Edison put it, “genius 
is 10% inspiration and 90% perspiration.”

Then there are those processes that are seemingly beyond our control. All we 
can do with them is allow them to take place. Parnes (1967) suggested that we “let 
them happen,” perhaps by taking a walk and providing the time and opportunity for 
incubation. That is, however, itself a tactical decision. Other tactics are more direct. 
Parnes referred to them as make it happen tactics. These are detailed in Chapter 6. I 
mention them here because it is very important that tactics for enhancing creative 
thinking and for fulfi lling potentials have strong justifi cation. They are supported 
by the theories and research fi ndings reported in this chapter and throughout the 
volume. That connection, between theory or research and a tactic or strategy, vali-
dates and justifi es the tactics.
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There are a number of additional connections between the concepts in the 
present chapter and those found elsewhere in this volume. Eysenck’s (2003) theory 
of overinclusive thought, for example, is useful for our understanding of psychopa-
thology (see Chapter 4), as is extremely low fl exibility (a correlate of suicide ideation). 
In fact, Langer (1989) also looked at fl exibility, and it is also an important part of the 
personality approach to creativity. Stein (1975), for instance, listed both fl exibility 
and intuitive capacity in his summary of the creative personality. Cognition is also 
tied to social processes, as is evidenced by the research on brainstorming. These 
connections suggest a consensus about certain aspects of the creativity syndrome. 
We will explore these points of agreement, and various themes in the research, in 
the conclusion to this volume.
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Developmental Trends and 
Infl uences on Creativity

Being the third son of the family, and not bred to any trade, my head began to be fi lled very early 
with rambling thoughts. —Robinson Crusoe (Defoe, p. 1)

He not busy being born is busy dying. —Bob Dylan
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Post-Formal Operational Development and Problem Finding
Old Age Style
Choose to Live Long and Creative
Box Inserts
 Television
 Imagination Companions
 Crystallizing Experiences

INTRODUCTION

Everyone has the potential to be creative, but not everyone fulfi lls that potential. 
Many people probably either do not have the experiences to fulfi ll their potential or 
do not exercise their creative talents. It is too easy to go through each day relying 
more on routine and assumption than on mindful and creative actions. The world 
could be a very different place—a more entertaining, productive, and effi cient 
place—if we each used our full potential. Guilford (1975) put it this way: “If by any 
approach we could lift the population’s problem solving skills by a small amount on 
the average, the summative effect would be incalculable” (p. 53).

Our potential depends a great deal on our genotype, our genetic inheritance. Our 
phenotype, or manifest talents, are the result of both nature (biology and genes) and 
nurture (experience). Thus biological factors contribute specifi cally to creative poten-
tial, and experience determines where within the range set by biological potentials 
the individual performs. Behavioral geneticists refer to this arrangement as a range 
of reaction (this is discussed more in Chapter 3). This chapter discusses both nature 
and nurture, but the focus is on development. It describes typical developmental 
trends and trajectories (e.g., stages of development that characterize many individuals 
and relate to creative behavior) as well as infl uences on the developmental process. 
Special attention is given to the family, for it is a very signifi cant developmental 
infl uence on creative potentials.

Potentials may be fulfi lled during childhood, but it would be most accurate 
(though close to oxymoronic) to say that they are partially fulfi lled. There are infl u-
ences that are experienced only after childhood; creative potential covers the lifespan. 
For this reason this chapter covers more than the family. In fact, creative expression 
shifts several times as the individual moves through childhood, adolescence, and 
adulthood. As we will see in this chapter, these shifts may involve maturational proc-
esses, which are defi ned as changes that refl ect the unfolding of genetic potentials, or 
they may refl ect changes in motivation or changes in the environment that alter the 
support for creative efforts. It is useful to examine changes in creativity that occur 
through the lifespan; there are some fairly universal trends.

Clearly, it is best to describe creative development as the fulfi llment of creative 
potentials. This allows both nature and nurture, and it implies that experiences, 
within or outside the family, can do only so much. Each of us has creative talents, 
but not everyone can be Einstein. Each of us has potentials to fulfi ll, but the range 



of potentials varies from individual to individual. That, again, is the contribution of 
biology, genes, and nurture. This same biological contribution is apparent in the 
trends and stages of development.

TRENDS AND STAGES OF DEVELOPMENT

Many theories of development describe stages. These are discontinuities theo-
ries, the discontinuities being the stages (Kohlberg 1987; Piaget 1970, 1976). Some 
theories of creativity also describe development as discontinuous. For the present 
purposes the most useful discontinuity theory is that which focuses on changes in 
conventionality. This theory was developed in studies of the development of moral 
reasoning (Kohlberg 1987) but has proven to be useful in work on art (Rosenblatt & 
Winner 1988), divergent thinking (Runco & Charles 1993), language (Gardner 
1982), and various other areas with connections to creativity. Obviously it hinges on 
the concept of conventions—but what is a convention?

Broadly speaking, a convention involves normative or typical behavior. It is, for 
example, typical to wear shoes to school, and it is therefore conventional to wear 
footwear to school. Conventions may be formal or informal. Formal conventions 
take the form of rules (e.g., in a home or game), laws, and morals. These might be 
viewed as explicit conventions because they are articulated and shared. Informal 
conventions are apparent in conventional tendencies such as fashion and fads. These 
often infl uence what people do, and because many people do them (e.g., cut their 
hair a particular way), they are conventional. These might be considered implicit 
conventions, however, because sometimes we know what other people are doing but 
we do not really talk about it or formalize it. In fact, it is tempting to tie this idea of 
informal conventions to the concept of Zeitgeist (the “spirit of the times”)—both 
occur without laws and rules—but I will leave that for the chapter devoted to history 
and creativity.

Conventions defi ne culture. They also direct thinking toward normative behav-
ior, which means that they constrain thinking and can easily inhibit creativity. 
Conventions are, after all, indicative of something about which there is a consensus; 
creativity, on the other hand, requires originality, self-expression (not group expres-
sion), and unconventional thought or action. Conventions can be quite useful, but 
they can also mislead the individual, at least when accepted without being closely 
evaluated.

Kohlberg’s (1987) theory of development describes young children in a precon-
ventional stage. It is preconventional in that the children have yet to develop the 
thinking that allows them to recognize and use conventions. Not only are they 
unaware of what is conventional (and therefore unable to conform to those conven-
tions and the related expectations), but they also are incapable of thinking in a con-
ventional fashion. Eventually the child (or preadolescent) enters the conventional stage. 
The youth now knows many conventions, often knows what is expected by others, 
and gives great weight to conventional and therefore typical normative behaviors. 
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They often take this to the extreme. Such hyperconventionality is the easiest to see in 
the preadolescent’s or adolescent’s emphasis on “what my friends are doing.” Peer 
pressure is seemingly all-important in the conventional stage of development. With 
the right experiences the individual will develop postconventional thinking and at that 
point use conventions as only one source of information. The postconventional 
individual also thinks for him- or herself.

Certain kinds of creativity require postconventional capacities. This is especially 
true of creative products and discoveries that contribute to a formal fi eld of study. A 
creative scientist, for example, is probably aware of existing scientifi c theories (and 
thus aware of what is conventional in his or her fi eld), but also breaks away or extends 
the fi eld by thinking in a postconventional and independent fashion. Even scientifi c 
rebellion tends to rebel against something; it is not entirely unconnected to the 
fi eld.

Preconventional thinking also allows creative behavior. In this stage the child is 
uninhibited by convention. He or she does not think about what is expected of him 
or her, nor even about what is socially appropriate. (That is why children can scream 
or cry at the top of their lungs, even in a public place, not caring what other people 
think.) Preconventional children play, use certain kinds of language, and draw and 
paint following only their own interests and inclinations. The artwork of a precon-
ventional child is totally self-expressive, and usually is uninhibited, unconventional, 
and creative.

Children are often creative in their language, but then show an appreciation for 
conventions in the middle elementary school ages and grades. They can be entirely 
literal in the conventional stage. This is unfortunate for their creativity because there 
is little latitude in literal interpretations. Additionally, creative ideas are often meta-
phorical, or found via analogical thinking (see Chapter 1), and these are antithetical 
to literal thinking. You either think literally or metaphorically.

What is most obvious is that children in the conventional stage have great diffi -
culty being creative. This makes perfect sense, given that conventionality is a kind 
of conformity, and creativity requires nonconformity. It is impossible to be original 
if you are conforming, and originality is necessary though not suffi cient for creativity. 
The conventional child is a conformist in the sense that he or she follows social 
expectation and imitates typical behaviors of his or her peers. This inhibits self-
expression and creativity. The lack of creativity in the conventional stage is apparent 
when children rely on a literal stage of language use (avoiding metaphors and other 
creative expressions), when they produce only representational art (which is recogniz-
ably like some object), and when they slump in terms of their original thinking 
(Torrance 1968). Apparently, approximately half of the children at around age 9 
experience this fourth-grade slump in original thinking.

Slumps in creativity also have been described as refl ections of U-shaped develop-
ment. This is really just a different terminology, however; U-shaped development 
describes children who are highly creative but stop behaving in that fashion at a 
particular age (the bottom of the U) only to regain their creative ways at some older 
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age (e.g., Johnson 1985, in the chapter by Tannebaum). An example of a U-shaped 
developmental trajectory is given in Figure 2.1.

A word of caution: Stages imply general tendencies, if not universals, but it is 
unwise to predict an individual’s stage of development based on his or her chrono-
logical age. We develop at different rates, and are not entirely consistent with our 
conformity or nonconformity and conventionality and nonconventionality. In certain 
contexts, we all conform. Individuals probably are preconventional once in a while, 
conventional once in a while, and postconventional sometimes. Something like this 
has been called a Trait X State interaction, the idea being that behavior is a result of 
both traits (e.g., conventionality) and immediate states (e.g., a classroom, a social 
setting, the home, or workplace).

Piagetian Theory

Jean Piaget (1970, 1976) presented another discontinuity theory of development, 
and it, too, has been used to explain certain creative trends and tendencies. Mature 
classifi cation is one of the Piagetian accomplishments of concrete operational stage 
(Katz & Thompson 1993; Runco 1994a), for example, which is a skill that may play 
a role in creative thinking. Creative problem solving, for example, may require clas-
sifi cations when an individual decides whether or not to explore a certain line of 
thought based on the judgment of its being socially appropriate or not. That judg-
ment is a classifi cation, and if something is avoided because it is not socially appropri-
ate, it has led to a kind of conformity or conventionality, and creative insight is 
unlikely.
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F I G U R E  2.1 U-shaped developmental trajectory.
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The Piagetian model also relies on adaptation to explain the process of develop-
ment. Adaptation (and adaptability) is one of the common near-synonyms of creativ-
ity (Cohen 1989). Moreover, adaptation is defi ned in terms of assimilation and 
accommodation in the Piagetian model (also see Runco 1985). The fi rst of these can 
help us to understand the cognitive transformations that sometimes lead to creative 
ideas (Guilford 1968; Runco 1996d). The latter can explain the sudden insights that 
characterize many creative “a-ha” moments (Gruber 1981b). Neither assimilation nor 
accommodation is considered, however, unless the individual feels the need for adap-
tation. In Piaget’s own terms, adaptation occurs only when the individual experiences 
a kind of disequilibrium. This may occur when the person does not understand some 
experience or information (understanding is not in equilibrium with the informa-
tion), or in the case of adversity.

In Chapter 8, we will explore cultural differences in creativity and adapta-
bility.

Box 2.1
Different Views of Adaption

Adaption plays a role in Darwinian theory, as well as in Piagetian theory. 
Not surprisingly, then, numerous Darwinian models of creativity have been 
proposed (e.g., Albert, in press; Campbell 1960; Lumsden & Findlay 1988; 
Simonton 1999). These are explored in Chapter 3. What may be most signifi -
cant is the possibility that adaption may sometimes undermine creativity. 
Adaption is not always positively related to creative success. Consider what 
happens, for example, if a highly adaptable individual fi nds him- or herself in 
an environment that reinforces conformity. The adaptable person will conform, 
and there goes the self-expression and originality that are required for creativ-
ity. Many biographies also suggest that adaptability and creativity do not 
always go hand in hand. Gedo’s (1997) biography of the artist John Ensor 
demonstrates this very clearly.

Criticisms of Piagetian Theory

Many of these ideas assume discontinuities in development. There are, however, 
continuity theories as well. These suggest that stages need not occur and that 
development may be an ongoing and continuous process. Levine (1984) offered 
a criticism specifi cally of Piaget’s theory as applied to creativity.
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Three other points bear emphasizing. First, the adversity that motivates creative 
adaptions may be personal. One person may see a problem or gap that others do not. 
This often occurs; the creative person is the only one who is bothered by something 
and puts effort into resolving it. Problems are personal interpretations, after all, as 
is stress. Stress is not out there in the environment but is instead an individual’s 
reaction to an experience. It, too, is an interpretation. Indeed, all challenges, prob-
lems, stressors, and adverse experiences depend on an individual’s interpretation. 
Admittedly, some experiences are so adverse that everyone would agree on them, but 
many are not. The personal interpretation of adversity works in two ways: It may be 
that one person is overwhelmed by an experience that others do not notice, or that 
the individual does not care about something that creates great anxiety in others. As 
for motivation, it is quite possible that a creative person is challenged or intrigued 
by a particular problem; they view adversity as a challenge and are motivated to tackle 
it in a creative fashion.

The related second point is that adversity can be subtle. It may not seem like 
adversity per se, but instead may be a very mild challenge. Indeed, it may be quite 
pleasant! People enjoy being challenged. Creative persons in particular often have 
an interest in complexity and intellectual activities (Barron 1995). No wonder the 
challenges that motivate creative work have been given different labels, including 
adversity, problems, gaps, tension, disequilibria, and challenges. Runco (1994d, 

F I G U R E  2.2 Charles Darwin.
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1999c) explored the variety of “discontents” that can instigate and motivate creative 
effort.

The third point is that we have a kind of controversy on our hands There is 
plenty of evidence that creative work is a reaction to some challenge or adversity, but 
at the same time there is evidence that many of us are the most creative when we are 
in environments that are safe, nonevaluative, and nonjudgmental. Let’s consider each 
of these alternatives in detail.

Adversity Adversity often is used to explain creative effort and high motivation. The 
individual may cope, for example, “in the face of adversity,” or invent something only 
when it is necessary to do so—necessity being “the mother of invention.” (See 
Chapter 11 for the differences between invention and creativity.) In one oft-cited 
study, Goertzel and Goertzel (1962) found adversity in an extraordinary portion of 
the families in their study, Cradles of Eminence. In analyses of autobiographical and 
biographical data from 400 eminent persons, they found that most had “in their child-
hood experienced trauma, deprivations, frustrations and confl icts of the kind com-
monly thought to predispose one to mental illness or delinquency” (p. xii). Additionally, 
“only fi fty-eight [of the 400] can be said to have experienced what is the stereotyped 
picture of the supportive, warm, relatively untroubled home.  .  .  .  The comfortable and 
contented do not ordinarily become creative” (p. 131). There were notable differences 
among different forms of talent. Every single actor in the sample was, for example, 
raised in a “troubled home,” as were the majority of novelists (89%), composers and 
musicians (86%), explorers and athletes (67%), and psychologists, philosophers and 
religious leaders (61%). Inventors, in contrast, rarely experienced family diffi culties 
(or at least they rarely reported it); only 20% of the inventors reported familial con-
fl ict. Just to name one example, Charles Lindbergh was apparently “subject to terrifi c 
nightmares about falling off a roof or precipice” (p. 222). Note, however, that (a) the 
Goertzels relied on autobiographical and biographical reports, which means that there 
was quite a bit of room for interpretation, and (b) they examined eminent individuals, 
like Lindbergh, and there are differences between eminence (and fame, or high repu-
tation) and creativity per se (Runco 1995c).

At about the same time, MacKinnon (1983, 1960) suggested that “persons of the 
most extraordinary effectiveness had life histories marked by severe frustrations, 
deprivations, and traumatic experiences” (1960, p. 369). He had special concerns 
about fathers and described how in “samples of highly creative subjects  .  .  .  some 
endured the most brutal treatment at the hands of sadistic fathers” (p. 375). 
MacKinnon’s work is notable in part because he not only identifi ed the adversity but 
had an explanation for how it was related to creative efforts. In his words, “the crea-
tive individual has the capacity to tolerate the tension created in him by the strong 
opposing values, and in his life and work he effects some reconciliation of them” 
(p. 377). MacKinnon was well aware of the problems involved in doing research along 
these lines. He described how “ineffective” (uncreative) persons are often “motivated 
by their distress to reveal themselves” (p. 367). There is no doubt of the possibility 
of a sampling bias.
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The emphasis on early childhood experiences is a bit Freudian. Freud felt that 
personality pretty much is developed early in life, certainly before mid-adolescence. 
Freud also described the role of the unconscious, and this too is very relevant for 
understanding how early experience, and especially adversity, may motivate a creative 
person. Csikszentmihalyi (1988) put it this way:

The impressions artists work with come from many sources. One that is very prevalent among 
contemporary painters contains memories of childhood. Whether the viewer realizes it or not, 
and often also unbeknown to the artist, the images that form the core of a great number of modern 
works represent the rage or the ecstasy of childhood which the artist tries to recapture in order 
to integrate it into current experience.  .  .  .  Such works occasionally achieve a magical synthesis of 
past and present, an abolition of objective time, a healing through the reactivation of former pain 
which can now be tolerated by the mature person. We might call such an achievement “abreactive 
originality,” borrowing a term from psychoanalysis to describe the successful release of psychic 
tension through the symbolic reordering of repressed traumatic experiences. (p. 219)

Box 2.2
Television as Catharsis

Television may be viewed as a catharsis (a release of tension). It may also be a 
catalyst (and stimulate or initiate behavior). Most obviously it provides models 
for children. This is potentially problematic because there are very few good 
models on TV; most actors are busy entertaining. Even cartoons, though sup-
posedly appropriate for children, are often violent and extremely unrealistic. 
Commercials may be the worst of all, for they are nothing but attempts to 
persuade and manipulate. Parental mediation may be employed (i.e., parents 
watch TV with their children and talk about the content of the shows), but 
adults may soon get bored with a child’s show, or they may be intrigued and 
forget to mediate! Parents may also allow only educational TV, but it is possi-
ble that these are the worse shows of all, because they justify themselves and 
allow parents to use them as babysitters.

In actuality, all shows minimize thinking and self-expression. The TV 
really allows only passive behavior, but creativity requires interaction, 
reaction, evaluations, and self-expression. Even if you do not agree about 
educational TV shows, surely you will be frightened by the statistics: Children 
in the United States watch nearly 30 hours of TV each week. They do it during 
the formative years (approximately age 2 to 12 or 13); they watch TV more 
than anything else in their lives except sleep. Thus, even if TV shows could 
provide knowledge, perspective, entertainment, and other benefi ts, they dis-
place children from activities (e.g., playing, socializing, reading) that are cer-
tainly developmentally healthful. This perspective is known as the displacement 
theory of TV viewing. That in and of itself should make parents think hard 
about what TV, and how much, their children watch.
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F I G U R E  2.3 Does television viewing infl uence creative potential?

Albert (1978) used a similar logic to explain why parental loss (an early and sur-
prisingly common form of adversity) is so common among gifted children. Later, 
Albert and Runco (1986), contrasted creative children with equally bright but less 
creative children and reported that the relationships between fathers and the “effec-
tive” (bright but not outstandingly creative) sons was “especially tolerable and har-
monious  .  .  .  the creative child typically had more hostility to contend with than the 
equally bright but less creative child” (pp. 339–340). Albert and Elliot (1973) sug-
gested that “preadolescent creative children are less likely to use repressive defense 
in recognizing a personal confl ict, and, along with this, appear to have greater cogni-
tive facility with and access to cognitive resources at different levels of consciousness 
than less creative people” (p. 177). As we will see in the chapter on psychopathology, 
many theories of creativity emphasize preconscious processes (e.g., Dudek & Verreault 
1989; Kubie 1958; Rothenberg 1990).

Adversity may contribute to the creative individual’s capacity for coping, but it 
may also lead to unusual preferences. Barron (1963b) explained how, after the experi-
ence of grief,

.  .  .  the motive is thus generated for searching out other situations which would seem to defy 
rational construction, with some degree of confi dence that after much deprivation, tension, and 
pain a superior form of pleasure will be attained  .  .  .  the creative artist and scientist appear, when 
one reads biographical accounts, to have experienced an unusual amount of grief and ordeal in 
life and to have shouldered burdens of pain that most commonly disable the individual  .  .  .  the 
creative individual is one who has learned to prefer irregularities and apparent disorder and to 
trust himself to make a new order. (p. 157)
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The role of adversity should come as no surprise, given that there must be some 
motivation or the individual will not put the effort into adapting or creating (Runco 
2005). In this regard we might look back at Piaget’s theory again, for he tied adaption 
to intrinsic motivation. Given his biological training and perspective, it is likely that 
he felt that there was a genetic basis for the motivation to adapt. Regardless of the 
nature and nurture, the assumption is that humans do not like to feel disequilibrium 
and are motivated to avoid it by adapting. Often these adaptations are creative (Cohen 
1989; Runco 1994d). Piaget’s tying adaptation to intrinsic motivation is signifi cant 
because it helps us to understand why so many others have found intrinsic motivation 
to be necessary for creative work (see Chapter 9).

The alternative perspective in this controversy refl ect humanistic theories of 
creativity, the crucial idea being that people can be themselves (and thereby sponta-
neous, uninhibited, creative, and self-actualized) when there are few or no pressures 
to conform and inhibit oneself. Harrington et al. (1987) applied this perspective to 
the home and found creativity to be associated with families that provide uncondi-
tional positive regard. Many others have applied the same logic to the organizational 
setting (Amabile 1990; Runco 1995a; Witt & Boerkrem 1989) and suggested that 
employees will be more creative when they can be themselves. This perspective may 
be quite attractive for it implies that parents should give children that positive regard 
instead of creating an adverse home environment! How can this issue be resolved? 
We might accept both perspectives as useful, though at different times (and thus 
sometimes challenge but other times comfort), or we might fi nd the optimal level of 
challenge such that creative potentials fl ourish. Albert (1978) seemed to prefer the 
fi rst of these explanations:

The creative person-to-be comes from a family that is anything but harmonious—one which has 
built into its relationships, its organization of roles, and its levels of communication a good deal 
of tension if not disturbance, what I term a “wobble.” But along with these characteristics, there 
is a commitment to achievement as opposed to just “having fun,” a special focus of interest and 
aspirations upon the indexed child, and a great deal of family effort to see that these aspirations 
are met. (pp. 203–204)

Both the adversity that requires adaptation and creativity and the harmonious 
environment just described can be familial. No wonder developmental studies of 
creativity often focus directly on the family.

The Family The family exerts a very powerful infl uence on development. Cropley 
(1967) put it this way:

Whatever levels of [creative] potential are present in a child, the direction in which they are 
developed (towards convergence or divergence), will be  .  .  .  guided by the kinds of interactions 
the children have with their parents. In turn, the parents’ thinking about how children should 
be treated is related to the way in which they themselves were reared, in fact, to the prevailing 
cultural notions about what is right and what [is] wrong behaviour in children. If a culture imposes 
severe negative sanctions against certain behaviours, most parents will try to suppress them 
in their children, while they will try to foster those behaviours of which the culture approves. 
(p. 62)
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The infl uence of the family, however, is diffi cult to describe. Some family proc-
esses, for example, are fairly private and therefore diffi cult to study. After all, “the 
home is a person’s castle,” to paraphrase an old saying. Additionally, family infl uences 
are typically longitudinal, and thus the effects can really be determined only with 
longitudinal research (Albert & Runco 1986). A number of longitudinal investiga-
tions were collected in a Special Issue of the Creativity Research Journal. This is not 
to say that the only effects are long-term and require extensive periods of time; 
sometimes inspiration is the result of one single experience. These are known as 
crystallizing experiences (see Box 2.3).

When it is a longitudinal infl uence, it may be longer than you think. That is 
because families are intergenerational (Albert 1980). This is especially true of family 
values, which are often passed from generation to generation. In part for this reason 
it is interesting to examine the genealogies of unambiguously creative persons. These 
show the intergenerational picture. Consider the genealogy of Johann Sebastian 
Bach. Clearly musical talent was common in the Bach family. Was this because of 
nature (a musical gene?), nurture (parents listened to and played music, so the chil-
dren heard music and experienced the benefi ts), or both?

The infl uence of the family is bidirectional, as well as intergenerational (Runco 
& Albert 1985). Bidirectional effects are those that have the parents infl uencing the 
children (e.g., exposing children to the arts and valuing original thinking) and the 
children infl uencing the parents (e.g., a child may have special interests or talents, 
and the parents respond by seeking out the best experiences for the family, experi-
ences that support those same interests or domains). A child may show musical 
talents, for example, and for that reason the parents buy tickets to concerts, arrange 
music lessons for the child, and buy a nice CD player for the home. Parents may do 

Box 2.3
Crystallizing Experiences as a Part of Development

Biographies of famous creators often mention family background, insights, 
and crystallizing experiences. These are specifi c experiences that have a huge 
infl uence on the individual’s interests, motivations, and decisions. Einstein, 
for example, was apparently drawn to physics after he was given a compass by 
his uncle. He was fascinated by the invisible force at work, directing the 
compass needle. Raina (2003) described another example of a crystallizing 
experience, this one involving James Watson, who shared the Nobel Prize with 
Francis Crick for their work on DNA and the double helix. This experience 
was more mundane, for Watson referred to a book he read, What Is Life, by 
Schrodinger (1992). Reading a book may sound like an everyday experience, 
but Watson gave it great weight: “from the moment I read What Is Life I 
became polarized towards fi nding out the secret of the gene” (Raina, 2003).
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analogous things for children who show interests or talents in other creative domains 
as well, the important point being that the development of creativity is dynamic and 
often complicated.

Family Structure and Process Much of the research on family infl uences on crea-
tivity fall into one of two categories: family process and family structure. Processes that 
might be relevant include discipline by parents who are somewhat lax but still give a 
sense of security for children, allowing them to explore, play, and experiment, all of 
which can contribute to practical but creative problem solving. Structural develop-
mental variables include family size and birth order, both of which seem to be good 
predictors of creative potential. Individuals in large families seem to have high creative 
potential, perhaps because of their opportunities for frequent play or the lack of 
parental supervision. The fi nding about family size being positively related to creative 
potential is interesting, because almost the opposite seems to be true of IQ and GPA 
and scholastic achievement, where children from small families seem to excel.

Position within the family is an extremely accurate predictor of creative poten-
tial. Sulloway (1996) presented extensive support for the idea that middle children 
(and perhaps especially a second born child) is the most likely to develop a rebellious 
personality. This in turn allows the middle-born individual to behave in an uncon-
ventional and creative manner. The eldest child (the only child to be temporarily an 
only child) often develops a high need for achievement in conventional areas. The 
second-born child avoids competition with the eldest by fi nding another niche in the 
family. Since the conventional niche is taken, the easiest way to be unique and avoid 
competition is to take the unconventional (rebellious, creative) direction.

The separation of IQ and general intelligence from creative abilities is described 
in Chapter 1. This is a key issue because if general intelligence and creativity were 
strongly related, there would be no need to study creativity. We would know every-
thing we needed to know by looking at general intelligence. We would not need to 
design environments to support creativity—we could just support intelligence and 
creativity would tag along. General intelligence and creativity, however, are distinct 
in terms of test scores (see Chapter 6). They are also distinct in the sense that one 
is more likely in large families, and the other is more likely in small families.

In general, it appears that the scholastic aptitude scores of children from larger 
families are lower than the scores of children from smaller families. The theory is 
that large families usually have a less stimulating intellectual climate than smaller 
families. The reason for this is that smaller families have proportionally more adult 
input than larger families, in which there may be two, three, four, or so children but 
only one or two contributing adults. Interestingly, only children tend to have lower 
scores than eldest children. At fi rst blush, this is not consistent with the theory of 
intellectual climate, for by defi nition only children come from smaller families than 
eldest children. However, eldest children have some experiences that only children 
do not. In particular, eldest children can act as teachers for younger siblings.

The evidence for creativity is suggestive but less conclusive. On the one hand, 
only children and eldest children have been reported to have an advantage in terms 
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of creativity, just as they do in terms of academic success. However, there are some 
data suggesting that eldest children, due to their dependence and conformity, are 
less creative than younger siblings. Finally, unlike academic success, creativity seems 
to fl ourish in larger families. The reason for this may be that children in larger 
families spend more time without supervision, and thus need to use their imaginative 
skills to remain entertained. Or perhaps it is a result of frequent and playful child–
child interactions in larger families. The relationship may even be related to socio-
economic status (SES), for larger families tend to come from lower socioeconomic 
levels; they may then have fewer toys and environmental distractions. They then 
could be creative in fi nding ways to play.

One interesting aspect of this involves the developmental research showing that 
divergent thinking is positively related to sibsize (number of siblings in a family). This 
fi nding was highlighted earlier because it is exactly the opposite of what we fi nd for 
noncreative measures of talent. SAT scores, for example, are lowest in large families 
(Zajonc & Markus 1975). Although more research would need to investigate family 
dynamics and processes, it may be that having siblings leads to a particular kind of 
fl exibility. The clearest case would be the only child, who may not need to be very 
fl exible. (I am generalizing but only to keep the example as clear as possible.) They 
do not need to share, divide, or take into account the perspectives of others. If a child 
has siblings, the individual will be more likely to be required to share, divide, and 
take into account other perspectives. In short, sibsize may be related to the fl exibility 
that characterizes creative talents.

Recall here the relationship that exists between creativity and adaptability. 
Perhaps I should say “relationships,” for adaptability may allow the individual to be 
fl exible and creative, but it may also lead to conformity and preclude creativity.

Socioeconomic Factors Socioeconomic infl uences are not strictly familial; they are 
more general than that. Yet families can be classifi ed, for research purposes, into SES 
categories, and there is research suggesting that SES is relevant to creativity and 
creative problem solving. It is likely that the most direct infl uence of economics on 
children’s creative potentials is via the family. This is true of many things: Families 
communicate cultural values to their children, socialize children, and are responsible 
for their enculturalization. In a sense, families channel and select culture for their 
children (Albert 1991). Families moderate culture and social-economic infl uences on 
children. Something might be a part of current Zeitgeist, but if the family does not 
value it, it won’t be emphasized to the children in that family. If something is out of 
fashion in a particular era or culture, the family might compensate and insure that it 
is still communicated to their children. Most music on the radio these days is Pop, 
Rap, or Rock of some sort, but some children still hear classical music on the family 
stereo. Of course, this varies with age. Many adolescents are independent enough to 
walk away from that stereo playing classical music or put on their headphones to get 
back to Pop.

SES is relevant to creativity and its development in part because SES determines 
what kinds of experiences and resources will be available. Additionally, parental 
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education is correlated with family SES, and parental education by itself plays a large 
role in development. It determines communication patterns and content, for example, 
and conveys the idea that education is a valuable thing. SES may also determine how 
wide a range of experiences a child will have, in terms of travel, but also in terms of 
the books that may be available, the range of people who may visit the home, and 
the cultural experiences (e.g., museums, theaters) the child will visit.

Diverse experience is probably a good thing for the development of creativity; 
it is easy to see how it might be connected to the fl exibility of thought that often is 
associated with creative talent, for example, although here again we should recognize 
an optimum. Too much diversity might very well be confusing. Note that this is 
essentially the same issue that is described in Chapter 1, though there, experience is 
defi ned as information. The conclusion about information is that it can help creative 
thinking, but it can also hinder it—there is an optimal level of information. The 
same thing applies to the experiences that may be determined by family and SES. 
Just to briefl y mention one other example, it is likely that permissive environments 
are conducive to the independence that characterizes many creative efforts, but in 
the home, too much permissiveness may lead directly to insecurity. Research on 
attachment shows that children who are securely bonded with their parents explore 
in part because they have confi dence that their parents will be waiting for them when 
the exploration is done.

Although family SES has itself been directly related to creativity (Bruininks 
& Feldman 1970; Dudek et al. 1994) and more generally to problem-solving 
strategies (Odom 1967), this is an area of research that is clearly incomplete. This 
may be because SES is an especially private aspect of the family (“we don’t talk 
about money”), which can make it diffi cult to do research and may actually distort 
what research is conducted. Recall here that research on families is surprisingly 
complicated. To understand the infl uence of a family, you need to know about the 
parents (careers, values, education, divorces), the family structure (birth order, 
sibsize, age gap, or interval among siblings), sex of the children, cultural background, 
and SES. There are other potentially relevant family infl uences, but even this list 
leads to literally hundreds of combinations and family types. That makes it diffi cult 
to isolate a particular infl uence, and diffi cult to conduct sound research on the 
topic.

Parental Variables Several of the parents’ personality traits are related to creative 
potential. In one recent demonstration of this, a study that was a part of a longitudinal 
investigation of exceptionally gifted boys, Runco and Albert (2005) administered 
the California Psychological Inventory (CPI; Gough 1975) to the boys themselves, 
as well as to the mothers and fathers. The CPI is an especially useful measure 
because it has extensive norms and gives a profi le for each individual. The boys 
represented two distinct kinds of exceptional giftedness: one had a domain-specifi c 
skill (i.e., math-science), and the other, general intellectual ability (i.e., IQs in excess 
of 150). Profi les of the boys and their mothers and fathers are given in Figures 2.4 
and 2.5.
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F I G U R E  2.4 Personality profi les from CPI of boys gifted in math and science. (Runco & Albert, 2005)
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F I G U R E  2.5 Personality profi le of boys gifted in terms of exceptional general ability (IQ). (Runco & Albert, 2005)
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These profi les are relatively fl at, indicating that the participants did not deviate 
from normal on many scales. One deviation was that of the Well-Being scale, which 
is not included in the standard profi les (and thus not in the fi gures), but is necessary 
for calculation of the CPI’s creativity index. Both groups of adolescents had low 
scores on this scale. There was also a hint of low sociability. In this particular 
research the differences between the exceptionally high IQ samples and the excep-
tionally high math-science samples were slight (cf. Runco & Albert 1985). Details 
about the creative personality are explored in Chapter 9, and what is most important 
here was that several of the CPI scales were correlated with creativity scores of the 
adolescent boys. The pattern of correlations was quite complicated, however, in part 
because there were various measures of creativity (the Biographical Inventory of 
Creativity, or BIC, divergent thinking tests, and even the CPI creativity index itself), 
and because the CPI supplies personality predictors in the form of composite scores, 
factor scores, and individual scale scores. There are also various ways to examine 
correlations, including product-moment, regression, and canonical analyses. The 
parents’ Capacity for Independent Thought, one of the individual scale scores from 
the CPI, was related to creativity, as was the Masculinity/Femininity index from the 
CPI. There was also some indication that parents’ conventionality was related to at 
least some of the creativity scores of their adolescent sons.

Runco and Albert (1985) looked specifi cally at the relationship between parental 
independence and the creativity of the children. Here independence was defi ned as 
an attitude, and parents actually rated how much independence was appropriate for 
children in various situations. The measure used to assess parental views of indepen-
dence is presented (in adapted form) in Table 2.1.

Parental appreciation for the autonomy of their children is related to the actual 
independence of the children and to the creative and divergent thinking skills of the 
children. Parents who allow independence tend to have children who think creatively. 
The highly original children have parents who allow independence at an early age. 
Recall that independence is one of the important traits of creativity in the personality 
research. Independence may take many forms, including a tolerance of unconven-
tional ideas and a tolerance of seemingly unrealistic perceptions. I am referring here 
to the imaginary friends and worlds that creative children sometimes construct. 
These may challenge a parent, for they are unrealistic (see Box 2.4).

The personality studies of parents is meaningful in a very general way because 
it offers a kind of research and theoretical convergence on the creative complex. After 
all, there are cognitive studies that suggest that creativity benefi ts from divergence 
and originality (Guilford 1968), as well as personality studies that suggest much the 
same (perhaps in different terms).

Parental Implicit Theories of Creativity Implicit theories are held by parents, 
teachers, and other nonresearchers. Researchers, in contrast, hold explicit theories. 
These are very easy to defi ne: They are explicit because they must be articulated and 
shared. They are tested, presented, or published, and a part of the scientifi c commu-
nity. Parents and teachers, on the other hand, do not need to share or test their ideas 
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T A B L E  2.1 Measure Used to Estimate Parents’ Views of Appropriate Levels 
of Independence

Directions to Parents: At what age do you think it is appropriate for a child to  .  .  .  .

  Age (years)

 1. Earn his or her own spending money? 4 5 6 7 8 9 10 11 12 13 14 15 16
 2. Sleep overnight with a friend? 4 5 6 7 8 9 10 11 12 13 14 15 16
 3. Play where he or she wants to play? 4 5 6 7 8 9 10 11 12 13 14 15 16
 4. Make own friends and visit their homes? 4 5 6 7 8 9 10 11 12 13 14 15 16
 5. Stay alone at night until midnight? 4 5 6 7 8 9 10 11 12 13 14 15 16
 6. Make decisions about clothes or money? 4 5 6 7 8 9 10 11 12 13 14 15 16
 7. Act as a babysitter in another home? 4 5 6 7 8 9 10 11 12 13 14 15 16
 8. Go to bed on one’s own? 4 5 6 7 8 9 10 11 12 13 14 15 16
 9. Go to movies without parents? 4 5 6 7 8 9 10 11 12 13 14 15 16
10. Go on overnight trip? 4 5 6 7 8 9 10 11 12 13 14 15 16
11. Try new things without asking for help? 4 5 6 7 8 9 10 11 12 13 14 15 16
12. Do well in school without help from parents? 4 5 6 7 8 9 10 11 12 13 14 15 16
13. Entertain one’s self? 4 5 6 7 8 9 10 11 12 13 14 15 16
14. Do well in competition? 4 5 6 7 8 9 10 11 12 13 14 15 16
15. Take part in parents’ conversations? 4 5 6 7 8 9 10 11 12 13 14 15 16
16. Try new things without asking for help? 4 5 6 7 8 9 10 11 12 13 14 15 16

(Adapted from Albert & Runco, 1985.)

Box 2.4
On Imaginary Companions and Paracosms

Imaginary companions and imaginary worlds (the latter known as paracosms) 
may be the most common in individuals with outstanding creative talents. 
Note the wording in this recent defi nition of imaginary companions: “During 
the preschool years, many children create imaginary companions that become 
a regular part of their daily routines” (Taylor et al. 1993, p. 276). The operative 
word is “create,” as in “create imaginary companions.”

Imaginary companions and paracosms seem to be the most common 
during the preschool years (Mackeith 1982; Taylor 1999). They are less fre-
quent but have been found in school-aged children (Hurlock & Burnstein 
1932; Taylor 1999). Singer and Singer (1992, p. 110) seemed to feel that the 
same cognitive and emotional processes continued throughout life and that 
“the process of peopling one’s private thoughts with companionable souls” 
continued throughout the lifespan. There are reports that imaginary compan-
ions sometimes continue until the individual is 18 years old (Taylor 1999). 
Taylor reported that 63 percent of the individuals in a sample of 100 persons 
had imaginary companions, a fi gure that is very close to the 65 percent

Continues
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Box 2.4
On Imaginary Companions and Paracosms—cont’d

reported by Singer and Singer (1992). Parents tend to report imaginary com-
panions of their children much less frequently (perhaps 20% of the time), but 
this is what you would expect, given that imaginary companions would be very 
obvious to the children playing with them but could easily escape notice or 
be forgotten by parents. The frequency of imaginary companions will also 
fl uctuate depending on how imaginary companions are defi ned. Many 
researchers require that the companion be human, but others (e.g., Singer & 
Singer 1992) accept dolls and similar fi gures (e.g., teddy bears) as possible 
imaginary companions, but only if the doll was treated like an animate 
object—a true interactive companion.

One view of imaginary companions is essentially psychoanalytic (e.g., 
Sperling 1954) and posits that they are used as a defense mechanism (probably 
projection). Imaginary companions have also been explained as a sign of gifted-
ness, indicative of narcissism or egocentricism, a refl ection of some sort of 
defi cit, or a result of poor impulse control. The last of these assumes that 
the imaginary playmate helps the child make the transition to mature 
and independent cognition. Most important for the present purposes is that 
imaginary companions may be indicative of creative potential. Simply put, 
the imaginary companion is the result of creative processes. Further, an imagi-
nary companion is often quite detailed. He or she is not hazy in the mind 
of the child but instead had stable characteristics, tendencies, and prefer-
ences. Each of these is a result of elaborative thinking. In this light the imagi-
nary companion provides the child with a great deal of practice at thinking 
creatively.

In one of the more commonly cited studies of imaginary companions, 
Schaefer (1969) reported a signifi cant association between imaginary compan-
ions and creativity. He did rely, however, on adolescents’ recollections of their 
childhoods, which opens the door to the biases of self-reports. These include 
forgetting, socially desirable responding, and fabrication. The association was 
the strongest for literary creativity. Manosevitz et al. (1977) were unable to 
replicate these fi ndings.

Schaefer and Anastasi (1968) suggested that the presence of an imaginary 
companion is predictive of creative talent. They included a question about 
imaginary companions in their biographical measure of creativity. The 
assumption here is that creative persons tend to have imaginary companions, 
at least during their childhood. The incidence of imaginary companions 
among creative persons is unknown, however.

Would you, if or when you have your own children, allow your offspring 
to play regularly with an imaginary friend? Hopefully you would, at least
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Box 2.4
On Imaginary Companions and Paracosms—cont’d

when your child is in his or her preschool years. It might not be as easy as it 
sounds. Your child, for example, might want an extra setting at the dinner 
table each night for the imaginary friend, which means extra work for you. 
Your preschool child may also create more than just an imaginary friend—
perhaps an imaginary zoo, with a number of exotic animals that need special 
care. And if your child is indeed creative, he or she will have other tendencies, 
in addition to a vivid imagination, and some of these may also make your life 
more diffi cult than if you had a highly conventional, uncreative child. Just to 
mention one other tendency, it could be that your creative child is quite 
contrarian!

Taylor et al. (1993) pinpointed the preschool years. It may be acceptable, 
and even developmentally stimulating, for a preschool child to have an imagi-
nary companion, but what if an adult does? Very likely, the adult would be 
suspect and labeled something other than “creative.” Consider Jimmy Stewart 
in the movie, Harvey, who was indeed nearly locked up for talking to an invis-
ible friend named Harvey. Then again, Harvey was a six-foot rabbit (and for 
my money, Jimmy Stewart was the most normal individual in the movie).

Parents do not always tolerate creativity, and it does often require toler-
ance. It is one thing to agree that creativity is a desirable thing, and a trait 
that you admire and want to encourage in your children, but another thing to 
actually tolerate and support it. Brown’s (in press) research on parents and 
children’s language demonstrates the diffi culties: He found that what was most 
important for parents in children’s language was not grammar or complexity, 
but truthfulness. Parents did not want a child talking in a manner that refl ected 
an inaccurate world view, and this is precisely what a creative child may supply! 
After all, what is an imaginary friend? How accurate is that?

Teachers also have diffi culties with creative children. Consider in this 
regard the profi les of “the ideal child” provided by Torrance (1968) and Raina 
(1975). Ideal children are polite, considerate, respectful, and punctual. They 
are not unconventional, nonconforming, contrarians. Educators can be given 
some slack if we think about how we might like being in a classroom, six hours 
each day, fi ve days a week, with 20 or 30 contrarians! Chapter 6 goes into 
detail about educational infl uences on creative potentials.

about creativity; they are in that sense implicit. These are not just ideas about creativ-
ity, however, but are also expectations. That may be the most important part of 
implicit theories: They lead to expectations, and expectations in turn lead to actual 
behavior. Clearly, a parent or teacher’s expectations about children’s creativity will 
determine how they react to the child and what opportunities they might provide. If 
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a parent holds the implicit view that all creative children are artistic, for example, he 
or she will probably not expect much creativity from a child who can’t draw. This 
particular mistake can be called an art bias.

Runco (1989b) examined the implicit theories held by parents about children’s 
creativity. He began by administering the 300-item Adjective Check List (ACL; Gough 
& Heilbrun 1975) to one group of parents. They were asked to identify any traits 
from the list of 300 that they felt were indicative of children’s creativity. The most 
frequently listed items were placed on the Parental Evaluation of Children’s Creativity 
(PECC). (The Teachers Evaluation of Students’ Creativity is presented in Chapter 6.) 
Runco (1989b) compared the specifi c traits with those nominated in earlier research 
involving teachers (Runco 1984). There was some agreement between the parents 
and teachers: Both groups felt that the following traits were indicative of creativity: 
Artistic, Curious, Imaginative, Independent, Inventive, Original, and Wide Interests. 
Runco (1989b) collected additional data from additional groups of parents and 
teachers. The ratings from these groups were compiled so that several clusters of 
items were represented in composite scores. (It is never wise to compare groups or 
in any way rely on individual items from a test. Single items lack reliability.) These 
statistical comparisons of parents and teachers indicated a very low level of agree-
ment. Runco was unsurprised by this, given the very different experiences parents 
and teachers have with children.

Runco, Johnson, and Baer (1993) extended this work in order to examine both 
indicative and contraindicative traits. They also looked carefully at the social desir-
ability of the items and traits that were related to creativity. The parents and 
teachers in this research had more similar views about creativity than did the 
groups in the earlier study. That may be because Runco et al. used exactly the same 
methodology with parents and teachers, whereas in the earlier research there were 
some methodological differences. This held the “method variance” constant for the 
two groups. Of course, the two groups were not in perfect agreement! Sixty-seven 
percent of the common items and traits (those nominated by at least 50% of the 
sample) were identical. But that leaves 33 percent, as well as items that were not com-
monly nominated (i.e., nominated by less than 50% of the sample). Both groups 
agreed that creative children are likely to be Adaptable, Imaginative, Adventurous, 
Clever, Inventive, Curious, Daring, and Dreamy. There was less agreement about 
contraindicative items, but nonetheless some consensus that uncreative children are 
likely to be Cautious, Aloof, Conventional, Fault-fi nding, and Unambitious. 
Differences between the parents and teachers, when they occurred, suggested that 
parents were more concerned with personal and intellectual tendencies (i.e., 
Enterprising, Impulsive, Industrious, Progressive, Resourceful, and Self-confi dent), 
while the teachers seemed to be more concerned with traits that may be more appar-
ent in social settings (i.e., Cheerful, Easy Going, Emotional, Friendly, and 
Spontaneous). Finally, there was some indication that the traits associated with crea-
tivity were socially desirable.

Johnson et al. (2003) used the social validation methodology to contrast the 
implicit theories of parents with those of teachers. Johnson et al. also compared a 
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sample from the United States with a sample from India. This research also separated 
traits that are thought to be indicative of creativity and those that are contraindica-
tive. The latter are negatively related to creativity; they inhibit it or at least are 
lacking in highly creative persons. A fi nal objective of this research was to examine 
the relationship between creativity and social desirability.

Analyses indicated that both groups (parents and teachers) did indeed realize 
that there are both indicative and contraindicative traits for creativity. Additionally, 
most traits that were indicative of creativity were deemed socially desirable. This was 
not entirely true, however, for there were a few traits that were associated with crea-
tivity but not highly desirable. Differences between the adults from the United States 
and the adults from India were most apparent in intellectual traits and attitudinal 
traits. Examples of each are presented in Table 2.2.

Parental Creativity The most direct assessment of the family focused on parental 
creativity. Not surprisingly, parental creativity is predictive of children’s creativity. 
Parents who are original in their thinking have children with high divergent thinking 
skills. Correlations between parental divergent thinking test scores and those of their 
children, for example, may be in the 0.40 to 0.50 range (Runco & Albert 1986a). It 
is likely that the actual correlation varies in different samples, however. Runco and 
Albert found differences between children with exceptionally high IQs and children 
with mathematical and scientifi c talent in this regard (the relationship being stronger 
in the former), and all their participants were exceptionally talented. The relationship 
could be weaker in families with less talented children.

As just noted, modeling occurs within the family, with children imitating the 
divergent thinking of their parents. Valuation would also be very important for diver-
gent thinking and creativity, because parents who value original thinking presumably 
respect and appreciate creativity, including their children’s divergent thinking. They 
may also explicitly value originality and reinforce their children’s original thinking. 
Children may internalize the values, as well as learn the actual strategies for original 
thinking.

T A B L E  2.2 Attitudinal, Intellectual, and Motivational Traits 
(Adapted from Johnson et al. 2003)

Attitudinal Intellectual Motivational

Changeable Artistic Active
Dreamy Capable Adventurous
Emotional Clever Alert
Excitable Imaginative Curious
Humorous Interests wide Determined
Independent Inventive Energetic
Individualistic Original Enthusiastic
 Resourceful Impulsive
 Versatile Spontaneous
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A statistically signifi cant correlation between parental creativity and that of their 
children also was reported by Noble et al. (1993). This sample included families with 
alcoholics, families with a history of alcoholism, and families with no history of 
alcoholism. Interestingly, the correlation between parents and children was much 
stronger for the fathers than the mothers. There were group differences as well. 
Perhaps most surprising was the lack of association between the creativity test scores 
of the mothers and those of the fathers. The correlations were small and statistically 
insignifi cant, thus contrary to hypotheses about assortive mating (the tendency of 
similar people to marry). Although this study focused on exceptional samples, the 
correlations among fathers and their sons was apparent with various measures, 
including divergent thinking tests, the How Do You Think Test (Davis 1975), and an 
Origence/Intellectence index that is part of the Adjective Check List. (Alcoholism and 
creativity are discussed in detail in Chapter 4.)

Children spend less and less time in the home, with the family, as they grow 
older. In fact, as noted earlier in the discussion of conventionality, there is a period 
of development where peers are at least as important as the family in the life of a 
child, preadolescent, or adolescent. Some people believe that early experience is 
always the most signifi cant infl uence on development and thus a child may distance 
him- or herself from the family and its values during the teenage years, but return 
to the earlier values at some point in adulthood. To my knowledge this kind of 
double-shift has not been empirically examined. There is, however, empirical research 
on the role of peers and the relationship between peer status and creative potential.

PEER STATUS AND CREATIVITY

Lau and Li (1996) examined the relationship of peer status and creativity in a 
large sample of Chinese students in Hong Kong. As is common in this kind of socio-
metric research, children were identifi ed as popular, controversial, average, neglected, 
or rejected. These categorizations were based on peer nominations (e.g., the number 
of students within a class who were mentioned by their peers when asked who 
they liked the most and who they liked the least). This method is widely used in 
sociometric research. Assessments of creativity were based on peer nominations 
and teachers’ judgments.

Interestingly, the most popular children had the highest creativity ratings. The 
neglected group had very low creativity scores, as did the rejected group. The con-
troversial group—which represented students who were liked by some peers but 
disliked by others—had higher creativity ratings than the average group. Differences 
among the fi ve groups were found with both the teachers’ ratings and the peer 
nominations. There were also minor sex differences, with boys having signifi cantly 
higher scores than girls. This difference was not found in the teachers’ ratings. 
Differences in creativity among the fi ve groups were much more apparent in peer 
ratings than in the evaluations given by the teachers.



This last fi nding raises the possibility that children may be more sensitive to the 
creativity of their peers than are teachers. Of course it could be that their nomina-
tions are not as valid and accurate as those of teachers. There is reason to think that 
the student ratings might be accurate (Runco, McCarthy & Svensen, 1994). They 
found similar differences, with students again being more sensitive to differences 
than adults were not. Their work, however, was with college students and art (assign-
ments), and the adults were professional artists. Nonetheless, Runco et al. (1994) 
concluded that the student ratings, for many purposes, were more valid and useful 
than those given by the professional artists. It may be that the same can be said of 
the ratings by the children involved in the research of Lau and Li (1996). In fact, it 
is not much of a stretch to suggest that some of the same reasons given for children 
being more creative than adults (Runco 1996a) could be applied here, and suggest that 
children’s judgments about creativity are at least as useful as those given by adults.

It really boils down to what you try to predict. The clearest example of this may 
be that children make fewer assumptions, and thus fewer biases, than adults. Teachers 
may have certain biases toward academic work and conformity; these same things 
may be lacking in children, therefore not infl uencing their judgments. In that sense 
their judgments may be more a refl ection of the actual original of their peers. 
Torrance (1995) and Raina (1975) both described how teachers’ view of an ideal 
student may preclude creative talents. The interpretation offered by Lau was that 
“teachers were more conservative in rating children’s creativity. This might be 
because teachers usually give primary attention to children’s learning ability and 
behavioral conduct. Teachers may also be less sensitive than peers to children’s crea-
tive thinking because of their schematic knowledge and higher expectation” 
(p. 350).

Lau and Li (1996) concluded that “creative children may have easier social devel-
opment” (p. 350) than other children. The assumption here is that creativity is a kind 
of problem solving and adaptability that can be applied to social situations. Their 
explanation of how creativity is infl uenced by the status of children is very interest-
ing: They suggested that a popular child who holds some sort of leadership position, 
perhaps informally, might produce new and original ideas and thereby earn respect. 
Lau and Li seemed to think that social status among peers may or may not be infl u-
enced by creativity, however, for they also described how a child who is not respected 
by his or her peers might produce original ideas but would not earn respect simply 
because it wasn’t a leader or popular child who produced them. This possibility is 
quite consistent with what we know about interpersonal attributions (Kasof 1995; 
Runco 1995c) and the common misjudgment of creative thinking (Runco 1999b). 
Gibart-Eaglemont and Foddy (1994) also presented data on the relationship of social 
status creativity among children.

This line of work is intriguing, and differs in an important way from that which 
is typical in research on children’s creativity. We should practice what we preach, 
which means that we should respect things that are different! The work on peer 
status among young students is different in the sense that the more common approach 
in studies of children’s creativity is to focus on the process rather than the product 
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or a person’s persuasion. (These terms are used in the alliterative scheme for catego-
rizing creativity research. The introduction to this volume describes creative prod-
ucts, places, personalities, processes, and persuasion as the usual categories.) Research 
on adult or unambiguous (eminent) creativity often examine product and persuasion, 
the latter apparent whenever the creative person infl uences the thinking of other 
people. Lau and Li (1996) suggested that there is a parallel during childhood and 
that creative children may also manifest a social infl uence or kind of persuasion. 
Feldhusen and Goh (1995) offered a similar view and claimed that one part of crea-
tivity is the “ability to persuade others of the value of one’s work” (p. 232).

ADULT DEVELOPMENT

Postformal Stage and Problem Finding

Stage theories of development were reviewed earlier in this chapter. These 
described periods of childhood and adolescence that had some relevance to creativity. 
There are also theories that describe developments of relevance during adulthood. 
There is, for example, a theory that describes a postformal stage of development. This 
is especially important because it exemplifi es the lifespan development of creative 
potentials and expression. The postformal stage does not occur in childhood; if it 
occurs, it is usually in early or middle adulthood. This perspective is not really a 
discontinuity theory, at least in the sense that it covers a wide range of ages. Yet it 
assumes discontinuities and does describe creativity as most likely during one par-
ticular stage. This is the postformal stage, which, as the name suggests, occurs after 
formal operations. Postformal operations are most likely during adulthood, charac-
terized by an understanding of relativity (i.e., a recognition of the importance of 
immediate context and a devaluation of absolutes), dialectical thinking (i.e., the 
capacity to take both one extreme position or “thesis” into account as well as the 
“antithesis,” its opposite, and to integrate them into a meaningful synthesis), and 
problem fi nding. The last of these would be most directly related to creative achieve-
ments, given how important it can be to devote one’s efforts to meaningful problems. 
Einstein put it this way:

The formulation of a problem is often more essential than its solution.  .  .  .  To raise new questions, 
new possibilities, to regard old problems from a new angle, requires imagination and marks real 
advance in science. (Einstein & Infeld 1938, p. 83)

Wertheimer (1982) suggested much the same: “often in great discoveries the most 
important thing is that a certain question is found. Envisaging, putting the produc-
tive question is often a more important, often a greater achievement than the solution 
of a set question” (p. 123). Along the same lines Guilford (1950) described a “sensitiv-
ity to problems” and Torrance (1962) described “the process of sensing gaps or disturb-
ing missing elements and formulating hypotheses” as part of the creative process 
(p. 16, emphasis added). Runco (1994f) brought together many perspectives on 



problem fi nding and related aspects of creative work. There is, then, agreement about 
the role of problem fi nding in creativity, and several suggestions (Arlin 1975; Smolucha 
& Smolucha 1986, in the chapter by Tannebaum) that the necessary skills mature 
only in a postformal or fi fth stage of development.

Old Age Style

A very similar view of general age trends focuses on late life, the old age style that 
often characterizes the work of artists and creative persons in their sixth, seventh, 
eighth, or ninth decades of life. This is not viewed as a stage of development, probably 
because it is not universal, even among artists, and because it may be a matter of 
choice rather than a maturational (genetic) tendency. Apparently highly creative 
artists recognize the need to avoid routine and ruts and choose to change their style, 
sometimes more than once, as they grow older. The changes help them to remain 
fl exible and increase the likelihood they that will renew their originality.

Lindauer et al. (1997) found clear indications of old age style in a large group of 
artists who were in their 60s, 70s, and 80s. Each had been nominated as highly crea-
tive. All three groups felt that their work had improved during adulthood. Their own 
ratings of their work suggested that they had much more respect for work done after 
age 60 than in their 30s, 40s, or 50s. The work done when the artists were in their 
60s was rated the highest. These were self-reports, and as such have potential biases. 
Interestingly, when the artists were asked to explain the changes in their work they 
cited increased knowledge and skill, but also increased self-acceptance and under-
standing, a reduction in the weight they gave to criticism or the reactions of others, 
the adoption of new techniques, a tendency to experiment more, and shifts in the 
subject matter. A full 81 percent felt that their creativity had changed as they moved 
through adulthood. Lindauer (1997) concluded that “what can be said with some 
certainty about the reports of old artists for whom creative work was a life time 
activity, is that excellence in old age is possible, that continual learning does take 
place, and that changes with age can be for the better” (p. 42).

Other optimistic views of aging and creativity can be found in Fisher and Specht 
(1999) and Langer (1989). Langer’s work on mindfulness is nothing short of fascinat-
ing. She ties creativity and aging both to mindfulness and demonstrated how very 
simple manipulations encourage older adults to remain active and mindful, and how 
these may translate directly into improved quality of life and longevity.

Note the key word “can,” in the preceding quotation (i.e., “changes with age can 
be for the better”). Old age style and increased creative performance is probably very 
much a matter of choice. The clearest example of this may be Kaun’s (1991) data 
showing that “writers die young.” He compared many different careers and found 
just that: Writers die young. This may be because writers work in isolation and have 
greatly delayed gratifi cation (e.g., publication itself, or royalties). Their work often 
is criticized (literary critics tending to do just that—they criticize), and writers 
usually write what they know. This means that they are exposing personal materials 
to the world! Abra (1997) quoted one writer as saying, “sure, writing is easy: Just sit 
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down at the typewriter and open an artery.” But some of the unhealthful tendencies 
of writers may result from the choices they make. First, they choose the career, thus 
choosing the life of delayed gratifi cation and the like. They may also choose to follow 
the classic stereotype of “the great writer,” and since F. Scott Fitzgerald this has 
meant late nights, martinis, and a bit of eccentric carelessness.

Some of this is generalization, but some of aging is a matter of choice (see Box 
2.5). In various ways we need to battle the changes that occur naturally as we grow 
old. The artists in the research just described reported diffi culties resulting from 
changes in their sensory and physical capacities. These did not debilitate them, 
however, for they continued to work and learn and create. Still, it requires a choice, 
which I recommend to each of us, a choice to invest in our creative potentials 
throughout our entire lives.

Box 2.5
Skinner on Aging and Control of One’s Creativity Late in Life

B. F. Skinner, at one time America’s preeminent psychologist, devoted the last 
part of his own life to the research of aging. Much of what he said applies 
directly to creativity and its maintenance. His ideas apply to both professional 
creativity (Skinner was a writer of fi ction as well as research reports) and 
nonprofessional and everyday creativity. He enjoyed music (both listening and 
playing the piano) and cooking, and both of these involve some creativity.

He was disappointed initially in the problems resulting from aging, 
however, especially because he had less energy and found his sensory systems 
to lose their sensitivity. He did not hear as well, for instance, which of course 
is quite common in older adults. Indeed, most older adults lack sensitivity in 
all fi ve sensory systems. This is why cooking was less enjoyable for Skinner: 
His recipes did not have the same pizzazz. But Skinner took the same approach 
to aging that he did in his research: He emphasized the environment and 
experience. With this in mind he developed a compensatory environment and 
prostheses to insure that he could still write and enjoy his music and cooking. 
For the last of these he simply changed his recipes and added more spice. That 
compensated for the loss of sensitivity in his gustatory system. (Makes you 
wonder if anyone else could share his meals!) Skinner rested more, and more 
carefully avoided stress, thus providing the energy he needed to play the piano. 
To enjoy listening to recorded music, he turned up the volume. Again, these 
are environmental compensations, which Skinner argued, allowed the indi-
vidual to Enjoy Old Age (the title of his book, which, importantly, is printed in 
large print; presbyopia is also common in older adults).



Box 2.5
Skinner on Aging and Control of One’s Creativity Late in Life—

cont’d

Skinner (2005) wrote a novel early in his career: Walden Two. It described 
a Utopia where everyone accepted the fact that consequences (reinforcers and 
punishers) control our lives unless we mindfully control them. Late in life 
Skinner’s writing was nonfi ction; he was writing scientifi c papers. Memory 
was therefore very important, for scientifi c writing draws heavily from what 
others have done, from theory and previous research. Sadly, memory losses 
and diffi culties are extremely common in older adults, and Skinner experi-
enced great frustration when he found that he had a wonderful idea, only to 
discover that it was something that he had written about already, perhaps 
decades earlier. He suggested “memoranda not memory,” the idea again being 
to use the environment to compensate. Write things down; don’t trust your 
memory. Keep a pad of paper next to the bed, a pen in your pocket. Skinner 
even asked his wife to help him, at least when he could not remember people’s 
names.

The critical message is to adapt, to make adjustments, to use the environ-
ment when you grow older. In many ways you simply need to make certain 
choices and thereby have some control over creative activities, and for that 
matter, control over your life. Skinner’s ideas about creativity during late 
life, and the enjoyment of late life, are therefore entirely consistent with one 
of the themes of this volume, namely, that much of our lives, and much of our 
creativity, is under our own individual control. Much of it is a matter of 
choice.

CONCLUSION

Creativity takes various forms at different points in life. There are common 
slumps, as well as stages. These may be tied to maturation, but the research on fami-
lies suggests that parents and the home environment provide experiences that may 
also dramatically infl uence creative potentials. Some of the variables reviewed in this 
chapter can be controlled by parents (e.g., family size). Others probably cannot be 
controlled by parents.

Parents will also provide experiences and therefore options. Certain experiences 
may be most important for the fulfi llment of creative potentials, though of course 
here it depends on the domain of creative talent. A child with an artistic inclination 
may benefi t the most from visits to museums and galleries, whereas a child with 
musical potential may benefi t the most from concerts and the like. Then again, 
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parents should provide varied experiences to their children and not rely on one kind 
of outing. After all, a child may have interests but the parents are not yet aware of 
it! It may be that it is the trip to the museum that triggers the child’s interest in 
science or art. Along the same lines, diverse experiences seem to be benefi cial. This 
may be because they show the individual a variety of perspectives, which in turn can 
be related to fl exibility and the recognition of diverse options.

There are important developmental questions that have yet to be suffi ciently 
examined in empirical research. The research on creativity in middle and late life is 
not adequate, especially given the graying of America. Another area of needed 
research involves single parents. Cornelius and Yawkey (1986) examined the imagi-
nativeness of preschoolers in single-parent families, and Jenkins et al. (1988) looked 
specifi cally at children’s divergent thinking after parental separation, but these are 
two fairly small-scale studies, and the problem of single parenting is enormously 
common (see Albert & Runco 1986, the chapter by Sternberg).

This statement about needed research should not imply that our understanding 
of development is inadequate. This chapter does not give a complete picture of how 
potentials are fulfi lled, but it does review maturational tendencies and family infl u-
ences. These tell part of the story and complement what we fi nd in the educational, 
biological, and cultural research that is reviewed in the other chapters of this 
volume.

The old age style involves change. Creative artists often make changes, and 
these may allow them to retain an original attitude and high levels of creativity. The 
old age style may not be limited to one’s art work, however. Making changes for 
the sake of change may characterize one’s entire lifestyle. Consider in this regard 
the artist Katsushika Hokusai (1760–1849), who should be famous for his series 
of prints, Thirty-Six Views of Mount Fuji, and especially for one print in that series, 
The Great Wave. The Great Wave is on bookcovers, on the Internet, on clothing, 
and of course on prints available at Art.com and other similar outlets. Yet it is 
unlikely that most people who recognize the print will know the name of the artist. 
Why? Partly because he changed his name over 30 times during his career (Krull 
1995).

This is remarkable in part because it shows that certain creative people are not 
concerned about reputation. Gardner (1993) suggested that highly creative persons 
are self-promoters, which makes sense given the importance of fame and reputation 
(Kasof 1995; Simonton 1995), but reputation is in several important ways independent 
of talent (Runco 1995c), and apparently the tendency to worry about one’s reputation 
(and the tendency to promote one’s self) is not universal among creative persons. I 
wonder if this is also related to the interest many artists have in names and pseudo-
nyms. The Beatles song Rocky Raccoon has the lyric, “Her name was McGill, and she 
called herself Lil but everyone knew her as Nancy,” and Paul Simon and Bob Dylan 
also play with varied names in their songs. Perhaps it is just the fl exibility and play-
fulness of creative individuals that leads them to this; it may not be old age style at 
all, just creative style. As a matter of fact, that was the other commonality identifi ed 
by Gardner (1993) in his extensive study of Freud, Einstein, Picasso, Stravinsky, 



T. S. Eliot, Martha Graham, and Gandhi. Not only were they frequent self-
promoters; they were also childlike (and playful).

There is yet another possible explanation for the frequency with which artists 
play with names. Each of them could be dealing with an epistemological issue, 
namely (no pun intended), that concerning the meaning of a label or name. 
Shakespeare, and Gertrude Stein somewhat later, insisted that “a rose is a rose is a 
rose  .  .  .  a rose by any other name would still smell as sweet.”
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INTRODUCTION

Some of the most exciting research on creativity as of late involves the brain and 
biological correlates of originality, novelty, and insight. For years the biological 
approach to creativity was fairly stagnant, at least relative to the advances made in 
the cognitive sciences and various other perspectives on creativity. This stagnation 
refl ected the diffi culties involved in conducting good genetic and neuroanatomical 
research on creativity. Ironically, it may also have resulted from a kind of rigidity, 
not unlike what we have discussed in this volume (as precluding creativity). It was 
very diffi cult for geneticists, neuroanatomists, and others in related fi elds to view 
creativity as a legitimate topic for empirical study. Even when their newer technolo-
gies were applied to language, depression, and other psychological concerns, creativ-
ity seemed to be ambiguous.

Roger Sperry’s seminal work on the split brain (Sperry 1964) might be viewed 
as an exception to that, though his own work was not really on creativity. The patients 
he studied, each of whom had the two hemispheres of the brain surgically separated 
in surgery known as a commissurotomy, also were studied by Bogen (1969), Hoppe and 
Kyle (1990), and TenHouten (1994); their focus was on creativity, so in the long run 
that split brain research was informative. Yet that was about it for neuroanatomical 
studies of creativity. Fig 3.1 shows one view of the brain.

Genetics did not fare much better. Inferences were drawn from genealogies (see 
later) and from a behavioral genetic method that compared either identical (monozy-

F I G U R E  3.1 One view of the brain.
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gotic) and fraternal (dizygotic) twins, or biological and nonbiological parents with 
their children. This is not controlled research, however, and the reliable information 
about the genetic and neuroanatomical bases for creativity accumulated only very 
slowly—until recently. Now it is growing as quickly as any other perspective on the 
topic.

A number of technologies developed in the past 20 years, including Magnetic 
Resonance Imaging (MRI) and Positron Emission Topography (PET), have led to 
much better research on the brain, and on creativity in particular. It is fascinating 
research in part because much of it focuses on the actual mechanisms and processes 
that underlie creativity. It is not easy going because creativity is complex; a number 
of factors and processes are involved, but great headway is being made. And no longer 
are creative studies dependent on weak inferences that for years were required (e.g., 
from dissected to live brains, from handedness to hemispheric specialization). Indeed, 
the biological research on creativity is as valid and trustworthy as anything else in 
this textbook or fi eld.

This chapter covers a fairly wide area. As we implied, the biological perspective 
includes both brain research and genetics. There are also relevant studies of physio-
logical processes, such as those related to stress and exercise. These both have been 
tied to creativity and are examined briefl y later. To be comprehensive, the older 
research just mentioned (e.g., split brains, twin studies) is included in this review. 
This not only gives a more complete picture of what biological research has been 
done on creativity; it also shows how evidence generated using different methodolo-
gies converges on several key aspects of creativity. In fact, much of what has been 
learned from the so-called older studies nicely complements the newer fi ndings from 
the most recent genetic, MRI, and PET studies of creativity. Put differently, many 
of the MRI and PET studies drew on the older studies to determine hypotheses or 
research targets.

This chapter addresses several important questions. Does creativity run in fami-
lies? How much is genetic, and how much experiential or environmental? What parts 
of the brain are associated with creative work? Are specifi c parts of the brain related 
to certain kinds of creativity? What motivates the creator? Do exceptional or eminent 
creators have genes or brains or something that the rest of us do not?

HEMISPHERIC ASYMMETRY AND THE SPLIT BRAIN

Much has been written about hemispheric dominance, hemispheric specializa-
tion, and creativity. This is largely because of the impressive work of Sperry (1964), 
mentioned earlier. Impressive it is, as evidenced by the Nobel Prize that was awarded 
to Sperry about 20 years after he published his initial fi ndings. This research demon-
strated clearly that the two hemispheres are specialized. It also confi rmed that the 
corpus callosum (the bundle of nerves bridging the two hemispheres) allowed inter-
hemispheric communication. When severed, with the commissurotomy, the two 
hemispheres worked much more independently. One seemed to be uninformed about 
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the other. To be precise, in a commissurotomy, several structures are severed, includ-
ing the dorsal and ventral hippocampal commissures, and the anterior commissure, 
“and in some cases, the massa intermedia” (TenHouten 1994, p. 226).

Care must be taken with the concept of a split brain. This is in part because most 
of us have intact brains, and because of the fact that creativity required an intact 
brain. As we will see, the creativity complex is apparent on a neuroanatomical level. 
There is no one “seat” of creativity in the brain, one responsible location or even 
hemisphere. Creativity may not draw from the entire brain but it certainly draws on 
many different brain structures and processes. Still, identifying the specializations 
of the two hemispheres does help to explain what is processed where. Various labels 
for typical specializations are presented in Box 3.1.

The research on the two hemispheres has frequently been misunderstood, at 
least in regard to creativity. After an extensive review of the research, Katz (1997) 
concluded that there is “a tendency to treat the functions of the cerebral hemispheres 
in an overly simplifi ed fashion without recognizing that, even with a highly lateral-
ized function such as language, one can fi nd evidence that both hemispheres are 
engaged at some level.” He described “the simplistic argument that the essential 
aspect of creativity resides in the right hemisphere. The claim that creativity is 
located “in” the right hemisphere (cf. Edwards 1979; Hendron 1989) should be dis-
pelled with at once.”

Very few generalizations can be drawn from Sperry’s (1964) study, because the 
patients were epileptic. That is why they had the surgery—to minimize their procliv-
ity for grand mal seizures. It also was a small sample (29 patients), which further 
precludes generalizations. As a matter of fact the specializations uncovered by 

Box 3.1
Hemispheric Specialization

Dominant hemisphere processes: sequential, logical, analytical, and verbal, or 
propositional (Bogen 1969; Katz 1997; Vartanian & Goel, in press).

Nondominant hemisphere processes: simultaneous, holistic, visuospatial, 
appropositional, pattern-recognition, synthesis (Bogen 1969; Katz 1997; Levy-
Agresti & Sperry 1968)

Dominant hemisphere processes often are assigned to the left hemisphere, 
and nondominant processes to the right, but if an individual is left-handed, 
hemisphericity (the dominance of one hemisphere and asymmetry of the ce-
rebral cortex) is diminished or even reversed. Nebes (1977) suggested that the 
term dominant hemisphere should be avoided, given the distribution of processes 
across both hemispheres. He suggested that hemispheric dominance be replaced 
with hemispheric specialization.
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Sperry—the left playing a role in language, for example—did not even characterize 
all the individuals in his small sample! Then there is the impressive fact that each of 
them had a commissurotomy. This puts a complete kibosh on generalizations. In the 
strictest sense, generalizations should apply only to other epileptics who received the 
same surgery. There are additional data suggesting specializations and using other 
noninvasive technologies, which is one reason why the idea of hemispheric specializa-
tion is widely accepted.

The point, then, is that we should not generalize specifi cally from Sperry’s (1964) 
initial study. This point is belabored here because there are a number of published 
recommendations and even treatment and enhancement programs (reviewed by 
Atchley et al. 1999) that make unwarranted generalizations. These might be easy to 
identify. If they say something like “learn to use your right hemisphere,” you might 
ask how someone who has not had a commissurotomy can disconnect the left hemi-
sphere. (If they offer you surgery to that end, decline and beat a rapid retreat.) For 
that matter, why would anyone want to rely on the right hemisphere, given that crea-
tivity (and any other important function you can name, including language) requires 
both hemispheres?

Why was the right hemisphere labeled the creative one? It may be because often 
creativity is assumed to be illogical or at least nontraditional in its logic. Traditional 
logic or sequential processing was assigned to the left hemisphere, and left creative 
logic for the right (or nondominant) hemisphere. Perhaps it was also the holistic 
processing of the right hemisphere, for that can play a role in many of the arts (e.g., 
the visual arts). Yet the need for a collaborating brain is clear, even in the visual arts. 
In Flaherty’s (2005) words, the “lateralization model applies poorly to language-
based innovation. This is a signifi cant defect, since symbolic verbal communication 
underlies most creative thought and its cultural transmission and may have driven 
the evolutionary increase in the size of the human brain” (p. 147).

Bogen and Bogen (1969), Hoppe and Kyle (1990), and TenHouten (1994) each 
worked with the original commissurotomy patients, and unlike Sperry (1964), each 
of them looked specifi cally at creative functioning. In several studies, Hoppe (1988; 
Hoppe & Kyle 1990) compared eight of the commissurotomy patients to eight 
matched control subjects. The matching insured that the groups were comparable 
in terms of linguistic and ethnic background, sex, age, and especially handedness. 
The method employed by Hoppe is used fairly frequently to study the impact of 
affect and emotion on creativity and cognition. It involves an emotionally evocative 
fi lm that is viewed by the research participants. Participants describe their feelings 
and general reactions to the fi lm, which they view several times. Hoppe also obtained 
electroencephalogram (EEG) readings. Signifi cantly, the commissurotomized indi-
viduals described their reactions in unemotional terms. They seemed to be com-
pletely defi cient in affect. It was almost episodic, meaning that the focus was on the 
event and situations in the fi lm rather than on the meaning of the action. This is 
shocking because the fi lms were blatantly evocative. In one, a small child is in a 
swing, but then the swing is empty—the child is gone. The implication is that some-
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thing traumatic has happened to the child. Not only did the commissurotomy 
patients fail to react to the disappearance of the child; they even failed to interpret 
fairly obvious symbolism (e.g., the empty swing). In the words of Hoppe and Kyle, 
the reactions of the patients was “dull, uninvolved, fl at and lacking in colour and 
expressiveness. Commissurotomy patients tended not to fantasize about, imagine or 
interpret the symbols, and they also tended to describe the circumstances surround-
ing events, as opposed to describing their feelings about these events” (Hoppe & 
Kyle 1990, p. 151).

Hoppe and Kyle (1990) described the lack of emotions as a kind of alexithemia, 
which means just what is implied—that the person lacks emotionality. Alexithemic 
individuals probably will not get too excited about opportunities and challenges; they 
will thus have diffi culty being creative. There was some indication that the alex-
ithemia was associated with the language areas of the left hemisphere and the right 
temporal lobe. If that EEG result holds up to replication, it would be consistent with 
the defi nition of alexithemia that includes diffi culty in expressing one’s emotions (see 
Alexithemia Defi ned, below). It is not simply lack of affect but also a cognitive problem 
in that affect cannot be put into words. Simplifying, the person cannot fi nd the words 
to express emotional reactions. Later in this chapter other EEG data are summa-
rized. EEGs may be the exception to the rule in that it is the one method that has 
long been a useful technique and remains to be employed in studies of creativity. 
Later in this chapter further research on the emotional neuroanatomical bases of 
creativity are explored. Emotions are quite important for creativity and are being 
examined with PET and MRI methods. First we should fi nish the research with the 
commissurotomy patients.

TenHouten (1994) worked with the same patients (and researchers, for that 
matter), and in fact analyzed the transcripts of the verbal reports mentioned earlier. 
He coauthored 10 or more papers with Bogen and Hoppe (the latest being Hoppe & 
Kyle 1990 et al.; see TenHouten 1994). One of his unique approaches involved hand-
writing analysis.

Alexithemia Defi ned

Split-brain patients tend to be alexithemic. This refers to “a cognitive-affective 
disturbance with  .  .  .  a lack of feelings for words. The alexithemic person does 
not lack words for feelings in the same way that a color-blind person can say 
‘the sky is blue.’ Although the word alexithemia, coined by Sifneos (1973), has 
the literal meaning, ‘no words for feelings,’ the meaning of this aspect of alex-
ithemia is better conveyed by the Greek word athymoalexia, which means ‘no 
feelings for words.’  .  .  .  The alexithemic thus has diffi culty describing his or 
her feelings to other persons.” (TenHouten 1994, p. 225)



HANDEDNESS AND HEMISPHERICITY

There are other methods for investigating brain asymmetry and specialization. 
Dichotic listening tasks, for example, have been employed, typically with nonexcep-
tional individuals. These are dichotic in that two different messages are presented, 
one to the right ear, one to the left ear. Memory is then assessed, the assumption 
being that the dominant hemisphere should remember its message better than the 
so-called minor hemisphere. Sometimes, images instead of verbal messages are pre-
sented to the two visual fi elds. Another method involves monitoring conjugate eye 
movement, the idea being that when refl ecting on some idea, individuals shift the 
direction of their eyes to the right if left-hemisphere dominant and to the left when 
right-hemisphere dominant (Katz 1997; Kinsbourne 1974; Zenhausern & Kraemer 
1991). Hines and Martindale (1974) actually required that subjects look to the left. 
This was accomplished with special goggles. They reported a benefi t when individu-
als were forced to look to the left (right hemisphere) while they worked on creativity 
tasks.

Handedness is sometimes used as an indication of hemispheric dominance or 
hemisphericity, with right-handed people being compared to left-handed people. 
Differences are not overwhelming by any means. Burke et al. (1989), for instance, 
found that left-handed individuals do slightly better on visual or fi gural tests of 
divergent thinking but no different in verbal divergent thinking. Intriguingly, 
they suggested that when left-handed persons have an advantage, it may be because 
they have developed a kind of creative coping skill. Left-handed people often fi nd 
themselves in environments that are made for right-handed people. Perhaps this 
contributes to their adaptability and creative thinking.

There are several reports of left-handed persons outnumbering the right-handed 
in creative and eminent samples. Peterson and Lansky (1977), for instance, reported 
that 29 percent of one university’s architecture faculty was left-handed, and although 
that is far from the 50 percent that might be expected since there are two hands, it 
is well above the typical percentage of left-handed individuals in the general popula-
tion. Most people are right-handed. Peterson and Lansky also found higher than 
expected proportions of left-handed persons in applications to schools of architec-
ture. There was further indication that the left-handed students performed better in 
that same school. Annett and Kilshaw (1983) and Byrne (1974) reported similar pro-
portions of left-handedness, the former in mathematics (students and professors) and 
the latter in a sample of musicians.

These reports are by and large indirect and observational, at least in the sense 
that the focus is on handedness or behavioral tendencies and not actual brain struc-
ture nor function. Hemisphericity and dominance are inferred from particular 
behaviors or tendencies. Fortunately neuroanatomy and related brain sciences have 
advanced to a point where direct measurement is possible. Hemisphericity and other 
important brain structures and processes contributing to creative thinking and 
behavior have been studied with EEG, PET, cerebral blood fl ow, and MRI 
techniques.

 H A N D E D N E S S  A N D  H E M I S P H E R I C I T Y  77



78 3  �  B I O L O G I C A L  P E R S P E C T I V E S  O N  C R E A T I V I T Y

BRAIN WAVES AND THE ELECTROENCEPHALOGRAM

Numerous EEG studies suggest that there are particular brain wave patterns 
and brain structures that are associated with creative problem solving, or at least 
specifi c phases within the problem solving process (Martindale et al. 1978). Martindale 
and Hasenfus (1978), for example, obtained EEG readings from 12 undergraduates 
with electrodes over the right posterior temporal area of the brain. Wave activity 
was recorded while the students waited for the study to begin, after the experiment 
had begun and they were directed to think about a fantasy story they could write, 
and while they were actually writing the story. Findings indicated that the students 
who had been rated by their instructors to be highly creative did indeed exhibit 
higher alpha during inspiration phases than during elaboration phases of the writing 
project. No differences were found for the less creative students.

In a second experiment students were allowed to fi nd inspiration by free associat-
ing and then were asked to elaborate by writing a story. Half of this sample of stu-
dents received explicit instructions to be original. The other half were not given 
explicit instructions. Two measures of creative potential were also administered: the 
Remote Associates test and the Alternate Uses (divergent thinking) test. EEG read-
ings were taken from electrodes over Wernicke’s area of the left hemisphere. As in 
the fi rst experiment, EEGs were recorded three times: waiting, free associating, and 
writing. Alpha was identifi ed during the inspiration, but only in the group that 
received the explicit instructions to be original. Baseline alpha was not related to any 
measure of creative potential. Martindale and Hines (1974) also reported that alpha 
levels might be enhanced. More specifi cally, alpha levels of subjects increased when 
they were asked to suppress alpha and when they tried to enhance it. Practitioners 
of biofeedback would not be surprised by the fact that alpha can be altered. Whether 
or not this translated into actual creative behavior is still somewhat of an open 
question.

Martindale et al. (1986) used the EEG to compare the two hemispheres of the 
brain and to examine primary process cognition. The interest in primary process 
largely was justifi ed by the theory that creativity was most likely when an individual 
moves from secondary process thinking (which is logical and reality oriented) to primary 
process (which allows free association, analogical cognition, and uninhibited think-
ing). Kris (1952) referred to this movement as regression in the service of the ego. 
He proposed that primary process is associated with an inspiration stage of the crea-
tive thinking process and how secondary process is associated with an elaboration 
stage.

Martindale et al. (1986) and Martindale and Hasenfus (1978) tested these ideas 
using the EEGs. Because EEGs can ascertain the level of cortical activity and 
arousal, Martindale et al. hypothesized that low cortical arousal would be indicative 
of the inspirational phase of the creative process (and regression in the service of the 
ego) and high cortical arousal in the elaboration phase (and secondary process). They 
also predicted individual differences such that creative persons would experience 



more primary process thinking than less creative persons, at least in an inspiration 
phase of problem solving. With this in mind the research subjects were asked to write 
stories, the content of which was then examined for predetermined indicators of 
primary process. Martindale et al. found that the degree of basal asymmetry (i.e., high 
right-hemisphere activity and low left-hemisphere activity) was related to primary 
process. Primary process was not related to situational (short-term) variations in 
EEG activity of either hemisphere nor to hemispheric asymmetry. It was positively 
related only to the stable long-term measures of asymmetry.

EEGs suggest a complex kind of activity while individuals work on divergent 
thinking tasks (Molle et al. 1996, 1999). The complexity disappears when those same 
individuals work on convergent thinking tasks. As discussed in Chapter 1, divergent 
thinking tests provide useful estimates of the potential for creative problem solving. 
Convergent thinking, on the other hand, plays a much smaller role, if any, in creative 
problem solving. Sometimes it actually interferes with creative thinking. Molle et al. 
(1996) described the complex neural activity when participants were thinking diver-
gently as similar to that which occurred when the participants were relaxed. This 
led Molle et al. to explain their fi ndings in terms of a possible loosening of associa-
tive bonds. This explanation is consistent with the view that creative thinking 
involves the exploration of remote associates (Mednick 1962) and with Martindale 
et al.’s (1986) work on low levels of cortical arousal. Importantly, Molle et al. (1996, 
1999) found the complex neural patterns in the frontal cortex of the brain. This leads 
us to what many neuroanatomists now consider to be the most important structure 
in the brain. No one claims that creativity is entirely dependent on the frontal cortex, 
but everyone now seems to agree that the prefrontal cortex plays a signifi cant role 
in creative thinking.

PREFRONTAL CORTEX

The prefrontal cortex has probably received more attention than any other part 
of the brain in the more recent studies of creativity. Even when some other part of 
the brain is involved—and typically other structures (e.g., limbic system, temporal 
lobes) are involved—they usually collaborate with the frontal lobes. The prefrontal 
cortex itself is thought to be primarily responsible for higher cognitive functions, 
including attention, perception, memory, arousal, self-refl ection, and perhaps con-
sciousness itself (Dietrich 2004; Vandervert et al., in press). It may play a role in 
social decisions, temporal integration, and abstract thinking as well (Damasio 
1994).

The role of the prefrontal cortex in creative thinking and behavior comes from 
several sources and uses different methodologies. Carlsson et al. (2000), for instance, 
measured the regional cerebral blood fl ow (rCBF) of two groups. A creative group 
had higher rCBF during a relaxation period, but more variability across experimental 
conditions as well. Changes in rCBF occurring between relaxation and work periods 
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Box 3.2
Cortical Arousal and Art

Arousal plays a signifi cant role in psychobiological theories of art. Berlyne 
(1971), for example, viewed art as “a complex assemblage of elements, i.e., 
information, in response to which the nervous system became ‘aroused’ by 
virtue of the artwork’s constituent components, namely novelty, complexity, 
incongruity, ambiguity” (from Dudek in press). Dudek (in press) summarized 
this line of work as follows:

Arousal has been identifi ed as the psychophysiological energy dimension mediated by 
activity of the reticular system. Independent measures of arousal are EEG, EKG, and 
EMG. Stated simply Berlyne’s psychobiological theory of aesthetics postulates that the 
hedonic tone of the stimulus is determined by its arousal potential. The latter is a function 
of three (and often four) variables which are as follows: psychophysical (intensity, satura-
tion, pitch, brightness), ecological (meaning or signal value), and collative (complexity, 
novelty, surprise, absurdity). The fourth is contributed by non-focal stimuli. Of the four, 
the collative variables were seen as contributing by far the largest share to arousal. Like 
Wundt, and Fechner before him, Berlyne found arousal is most pleasant in the middle 
ranges of stimulation.

Dudek referred specifi cally to the individual’s hedonic response to art.
Martindale (1984, 1988, 1990) also stressed arousal and explained it as a 

result of evolutionary pressures. He held a very different perspective about the 
origin of the aesthetic response. He deemphasized form within art and instead 
emphasized meaning assigned by the individual. It is, in a sense, a difference 
between bottom-up information processing (which begins with the stimulus) 
and top-down processing (which begins with the expectations and cognitive 
processes of the viewer). Martindale (1988, p. 34) concluded that “in confront-
ing a work of art people seem primarily to search for and attend to meaning 
rather than to form. Thus meaning usually emerges as the primary determi-
nant of aesthetic pleasure.” His ideas have proven very useful in studies of 
historical changes (Martindale 1990) and style (Hasenfus et al. 1983), and are 
consistent with his various EEG investigations (Martindale et al. 1986).

Ramachandran and Hirstein (1999) extended Martindale’s (1990) evolu-
tionary view and his theory that the human brain reacts in predictable ways 
to various aspects of art. Ramachandran and Hirstein described how the neu-
rological reactions to art have directed artists, at least in the sense that art is 
created in order to experience the brain activity. They create art because art 
will “titillate the visual areas of the brain” (Ramachandran & Hirstein 1999, 
p. 15). It sounds quite a bit like physiological reinforcement for artistic 
activity.

Ramachandran and Hirstein (1999) claimed that “some types of art 
such as cubism are activating brain mechanisms in such a way as to tap or 
even caricature certain innate form primitives which we do not yet fully 



Box 3.2
Cortical Arousal and Art—cont’d

understand.  .  .  . Many artists may be unconsciously producing heightened 
activity in the ‘form areas’ in a manner that is not obvious to the conscious 
mind” (pp. 20–21). It follows that some people may be drawn to the arts, if 
they have the intuitive sensitivities and neural mechanisms described by 
Ramachandran and Hirstein. Specializations within the arts may be infl u-
enced by neuroanatomical differences as well (e.g., the visual arts and the 
visual cortex).

By no means is the cortex solely responsible. The postulated neurological 
process goes something like this: various visual centers of the brain perceive 
groupings and meaningful clusters in the visual fi eld and send preliminary 
messages to the limbic system. It generates pleasure, leading the individual to 
allocate attention to those particular stimuli, and to generate hypotheses about 
what the gestalt (the complete and meaningful stimulus) may be. This pleasure 
leads to more visual processing and a recursive process, with a back-and-forth 
between the visual centers and the limbic system. Eventually the gestalt may 
be identifi ed, and there is a notable feeling of satisfaction, which Ramachandran 
and Hirstein (1999) associate with the very common “a-ha” experience (Gruber 
1988). Obviously, for nonvisual stimuli (the acoustics of music), it is not the 
visual cortex but the other relevant sensory centers that work with the limbic 
system. Ramachandran and Hirstein explicitly described the reinforcing 
feeling, generated by the limbic system, that they believe plays a role in both 
the production and appreciation of art.

A fi nal intriguing hypothesis offered by Ramachandran and Hirstein 
(1999) is that simple works of art, including sketches and outlines, are some-
times more aesthetically meaningful than more detailed works. This has been 
noted many times in the literature but is surprising only if you think about 
the pleasure of some line drawing that actually loses its appeal when detail is 
added. The hypothesis does not compare a sketch of one object with a complete 
fi gure of a second object, but instead compares a sketch of one object with a 
picture of the same object after more detail has been added. This is in a sense 
counterintuitive, but then again readers may have experiences that demon-
strate it (“that is more than I wanted to know”). Attentional limits may help 
to explain this. Attention is quite limited (Chapter 1; Runco & Chand 1995), 
and it could be that the person can focus more on what is truly pleasing in 
something simple like a sketch, but would be spread out and ineffi cient when 
too much detail is provided. This explanation may also explain the impressive 
art of autistic savants (Specher 1988; Treffert & Wallace, 2004): They may 
focus on the most important features of the subject rather than dilute the art 
with information that is not associated with those centers of the brain that 
provide aesthetic reinforcement (cf. Synder & Thomas 1997).
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were bilateral and most obvious in the anterior prefrontal, frontotemporal, and supe-
rior frontal regions of the brain.

The frontal cortex has also been implicated in tasks requiring musical, visual, 
and verbal creativity (Petsche 1996) and, less directly, in research showing that there 
is increased activity in the frontal cortex when individuals are happy. Dietrich (2004) 
was quite precise in his prediction about the association between mood and “hyper-
activity in the VMPFC region but hypoactivity in the DLPFC region.” These two 
regions are related to different kinds of thinking, and for Dietrich, different forms 
of creativity. Activation of the dorsolateral PFC is likely to support deliberate creativ-
ity rather than spontaneous creativity. The latter is more associated with activation 
among the temporal-occipital-parietal lobes. There is both experimental (Hirt 1999; 
Isen et al. 1987; Phillips et al. 2002) and clinical evidence (Shaw et al. 1986) evidence 
for the benefi ts of a happy mood for creative thinking. There is also evidence sug-
gesting that negative mood states can facilitate creative thinking, depending on the 
specifi c task and measures of creativity (Kaufmann & Vosburg 1997, 2002). The 
studies demonstrating that a positive mood state is associated with creative thinking 
are consistent with the other, more direct support for the importance of the frontal 
lobes.

Lithium and Creativity

Shaw et al. (1986) reported benefi ts of lithium carbonate on the creativity of a 
group of outpatients who had been diagnosed with bipolar (mood) disorders. 
Shou (1979) reported specifi c benefi ts to artistic productivity, again with 
lithium. Lithium carbonate (LiCo3) is the same substance that is used in the 
production of ceramics and glass, as well as in the treatment of depression and 
manic-depression.

Ashby et al. (1999) went so far as to specify increased dopamine levels in the 
prefrontal cortex and anterior cingulate and the resulting increasing in fl exibility 
of thought. Dietrich (2004) argued cogently for the fl exibility that is supported 
by working memory, and therefore the prefrontal cortex: “Given that persevera-
tion to old information is anathema to creative thinking, it is evident that a fully 
operational prefrontal cortex enables cognition that is necessary for creative ability” 
(p. 1014). This conclusion is consistent with studies of brain (prefrontal cortex) 
damaged individuals and subhuman species who perseverate and show obvious 
infl exibility.

Working memory often is discussed in neuroanatomical theories of creativity. 
What exactly is it? To begin with it is the cognitive basis of conscious thought. 



When a person actively and mindfully considers anything, that information is 
in working memory. It is sometimes equated with short-term memory, the idea 
being that we are not aware of the huge amount of information that resides there, 
but we can retrieve it and use it in short-term or working memory. It is sometimes 
useful to think of two parts to working memory: a slave component, which allows 
the conscious manipulation of information; and an executive component, which 
directs and focuses attentional resources. All of this may depend on the prefrontal 
cortex.

Theories emphasizing the role of working memory tend to defi ne the creative 
process in terms of combinations. As Dietrich (2004, p. 1016) put it, “it can be con-
cluded that the prefrontal cortex has a search engine that can ‘pull’ task-relevant 
information from long-term storage in the TOP [temporal occipital parietal] areas 
and temporarily represent it in the working memory buffer. Once online, the pre-
frontal cortex can use its capacity for cognitive fl exibility to superimpose the retrieved 
information to form new combinations.” This is an entirely acceptable view of crea-
tive thinking from the cognitive psychological point of view. Rothenberg (1997) and 
others (citations) have also identifi ed combinatorial processes leading to creative 
insights and solutions.

Apparently the prefrontal cortex contributes to creative thinking in three 
different ways (Dietrich 2004; Vandervert et al., in press). First, it may be necessary 
for judgment about an idea or solution. This kind of judgment in turn requires 
the conscious awareness of an idea, which means working memory (one function 
of the prefrontal cortex) is critical. Note, however, that processing that occurs 
before an insight, before conscious awareness of an idea, before an “a-ha,” may 
not depend on the prefrontal cortex—something, somewhere else, thus is involved. 
The prefrontal cortex also assists with necessary integrations. These may be 
necessary after an insight occurs, when there is that conscious awareness of the 
idea. At that point, it is benefi cial to have sustained attention and “buffering.” 
Abstraction may also be useful at this point. The third contribution of the prefrontal 
cortex is that it assists with idea implementation. It relates insights to the goals 
and subgoals that are a part of most creative work, especially at mature and profes-
sional levels.

The rationality supported by the prefrontal cortex may be responsible for judg-
ments about creative behavior, or as Dietrich (2004) put it, “assessing whether a 
particular new idea is creative as opposed to merely new.” This statement actually 
conveys two key ideas: one, that creativity depends on divergent and convergent 
processes; and two, that various cognitive theories of creativity mesh well with dis-
coveries of brain function and structure.

One small puzzle concerns a particular kind of judgment, namely the social 
judgment of appropriateness. Apparently, individuals with particular prefrontal 
lesions have diffi culty with these judgments and rely on the wrong cues when decid-
ing what is right and wrong. This might appear to be good for creativity. After all, 
creative individuals often are described as eccentrics, nonconformists, radicals, or 
contrarians. These may imply a tendency toward socially inappropriate behavior. Yet 
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more often than not, the unconventional tendencies of truly creative people are 
intentional and discretionary. They know what they are doing. Creative individuals 
may be aware of social convention but simply do not give it much weight. Creative 
work may be more important to them than fi tting in, so although they are aware of 
social convention, they choose to think in an original and unconventional fashion. 
Judgment is required for creativity—it is not lacking. Along the same lines, creative 
ideas are not only original, they are also fi tting, valuable, or effective in some fashion. 
This all implies an intact and functional prefrontal cortex.

Specialization within the Prefrontal Cortex

The prefrontal cortex does not always operate as one unit. Vartanian and Goel 
(in press) described specialization within the prefrontal cortex. In their own words, 
“Rather than having a unifi ed role, different regions of right PFC [prefrontal cortex] 
may have different functions in the creative process. Specifi cally, the ventral aspect 
of right PFC appears to mediate the generation of set shift hypotheses  .  .  .  whereas 
the dorsal region of right PFC appears to mediate the executive aspects  .  .  .  of the 
creative process.” They added, “A further comparison of successfully versus unsuc-
cessfully completed Match Problems revealed activation in right ventral lateral PFC 
(BA 47), left middle frontal gyrus (BA 9) and left frontal pole (BA 10), thus identify-
ing the former as a critical component of the neural mechanisms of set-shift trans-
formation. By contrast, activation in right dorsal lateral PFC (BA 46) covaried as a 
function of the number of solutions generated in Match Problems, possibly due to 
increased working memory demands to maintain multiple solutions ‘on-line’, confl ict 
resolution, or progress monitoring. These results go beyond the patient data by 
identifying the ventral lateral (BA 47) aspect of right PFC as being a critical com-
ponent of the neural systems underlying lateral transformations, and demonstrate a 
dissociation between right VLPFC and DLPFC in hypotheses generation and main-
tenance” (p. 1170). This research involved fMRIs of 13 patients but is in many ways 
consistent with earlier demonstrations of asymmetry in patients with prefrontal 
lesions (Goel & Grafman 2000).

Goldberg et al. (1994) tied the right prefrontal cortex to veridical decision 
making, with the left responsible for adaptive decision making. The left side of the 
prefrontal cortex may be sensitive to patterns, and the right side involved when no 
patterns are involved. Novel situations may not fi t recognized patterns. They are, in 
a sense, what is known as ill-defi ned, and as such offer opportunities for original and 
creative thinking.

Flaherty (2005) also found specialization that may be viewed as frontal subsys-
tems. In her words, “Lesions of medial prefrontal cortex can produce amotivational, 
abulic states of decreased creative drive. Dorsolateral prefrontal cortex’s importance 
for working memory and fl exible problem-solving suggests a greater role in creative 
skill than in drive. Motor and premotor cortex are probably more necessary for per-



formance than for conception of a creative plan. While lesions of all of these systems 
would be detrimental to idea generation, orbitofrontal lesions may have a partly 
opposing effect, as they can produce disinhibition syndromes that at least superfi -
cially resemble mania” (p. 151).

Where in the Head?

Dorsal, on the back, top, or upper surface
Medial, situated on or toward the middle
Ventral, the lower portion

There is some disagreement. Bekhtereva et al. (2000) used PET and found bilat-
eral activity in the prefrontal cortex when participants were working on verbal 
creativity tasks. Bekhtereva et al. (2001) later replicated this and offered additional 
support using both PET and EEG. Yet evidence also supports commonalities among 
verbal and nonverbal tasks. This is in some ways contrary to cognitive studies that 
suggest that divergent thinking differs, depending on the nature (e.g., verbal, fi gural) 
of the task. According to Vartanian and Goel (in press), these kinds of differences 
are not based on structures specifi cally within the prefrontal cortex. They wrote, 
“Our results demonstrated that solving anagrams in a relatively unconstrained way 
(e.g., “Can you make a word with CENFAR?”) compared to a condition where solu-
tions were restricted to particular semantic categories (e.g., “Can you make a country 
with CENFAR?”) activated a network of areas including the right ventral lateral PFC 
(BA 47). The combined results from Match Problems and the anagram task demon-
strated that hypothesis generation in relatively more open-ended settings activates a 
network that includes right ventral lateral PFC (BA 47), regardless of the spatial or 
linguistic nature of the stimuli.”

Specialization within the prefrontal cortex is also suggested in research on con-
ventionality and the desire to “be cool.” This is not research directly on creativity, 
but then again, creativity is complex, and one critical part of that complexity refl ects 
unconventional and thereby original tendencies (Runco 1996d). Consider, then, the 
MRI research that found that many people like to “be cool.” They prefer conven-
tional products and the things that others like as well. They are likely to care about 
fads and fashions. Extrapolating, they may have diffi culty being creative because, 
again, creativity often depends on the acceptance of or even interest in the uncon-
ventional. Unconventional thinking can lead to original ideas. Conventional tenden-
cies make that diffi cult. The MRI reveals that the area of the brain that seemed to 
be active when viewing cool images was Brodmann’s area 10, which is one part of 
the frontal lobe.
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HIERARCHIES WITHIN THE BRAIN

The brain seems to be specialized in a number of ways, with different structures 
sometimes having privileged roles in function and process. For our purposes the 
specializations and unique processes of the various functions may be less important 
than the systems, interconnections, and collaborations among structures. Hoppe and 
Kyle (1990) used Arieti’s phrase, the Magic Synthesis, to refer to the remarkable col-
laborations among structures and systems that support creative work.

With this in mind (an apt phrase in this chapter about the brain), it is vital to 
recognize the systems and hierarchies among brain structures. This is necessary to 
accurately understand the neuroanatomy of creativity, but also it is precisely the 
interplay of systems that allow the fl exibility and adaptability of the brain. It’s a bit 
like a basketball team that can have fi ve players on the court for one kind of offense 
or defense, but can also have fi ve other players on the court for a completely different 
offense or defense. And various combinations of those two units will allow a multi-
tude of other possible offenses and defenses. With a number of structures involved 
in creative neural activity, a multitude of processes and great fl exibility are possible. 
Small wonder some theories of creativity emphasize insight, and others divergent 
thinking, adaptable or fl exible thought, or various kinds of problem generation and 
problem solving. There are different ways to be creative and different neuroanatomi-
cal structures and circuits to support them.

Damasio (2001) described the entire brain hierarchy as follows:

central nervous system (the highest level)
macrosystems
circuits
neurons
synapses
molecules

Damasio (2001) emphasized that it is best to examine “the higher organization 
levels of the brain: the large scale systems which are made up of several macroscopic 
regions. At these levels, we have a better chance of making a transparent connection 
with the sort of mental processes studied in the cognitive sciences, and with complex 
phenomena, such as creativity” (p. 60).

Circuits, systems, and networks may be, in functional terms, most important for 
understanding creativity. Many of them, however, do connect with the prefrontal 
cortex. Its infl uence is larger than any other brain structure. Consider in this regard 
Dietrich’s (2004) framework of creative thinking. He described four different types 
of creative thinking, each with different neuroanatomical bases. These are emotional 
and spontaneous, emotional and deliberate, cognitive and spontaneous, and cognitive 
and deliberate. He felt that each represents specifi c circuits in the brain. Yet they all 
depend on the prefrontal cortex. Quoting Dietrich (2004, p. 1015), “Once a novel 
combination has been generated, to turn it into a creative idea, a value assessment 
by the prefrontal cortex is required. Thus, all four types of creativity share a ‘fi nal 



Box 3.3
Is It Magic or Just a Butterfl y?

Creativity is not an easy thing to defi ne or explain. No wonder that many 
theories of creativity looked to magic, intuitive leaps, the muses, incubation, 
or some unconscious process. Each of these seem to accept that there is some-
thing inexplicable about creativity. Granted, intuition is no longer described 
as entirely unconscious; plenty of empirical studies are suggestive of underly-
ing processes. Further, creativity may be called magical because it is special 
and surprising, not because it is inexplicable. Yet more than any other chapter 
in this text, and more than any other perspective on creativity, the neuroana-
tomical (and genetic) research suggests that we are getting close to the nuts 
and bolts of creativity.

It may, however, be necessary to be creative. We may need to develop new 
theories to explain new research results. One way to do this is to adapt theories 
from other fi elds. Chaos theory is, for example, very useful for explaining what 
would otherwise seem inexplicable. Perhaps the seemingly magical aspects of 
creativity can be understood with a creative interpretation of the Butterfl y 
effect. That is often used to explain the weather, the economy, and a number 
of other natural phenomena where a small error eventually generates a large 
catastrophe (Gleick 1987). Creative insights often result when we turn an idea 
upside down, and the Butterfl y effect may thus explain how small changes on 
a neurochemical level can lead to enormously original and grand ideas—that 
is, to important creative insights.

Closer to the biological perspective is the idea of emergenesis (Lykken 
1981). This occurs when some result is not obviously or directly tied to pre-
conditions, or at least when the result is not a simple linear or additive sum 
but is instead a multiplicative product. Waller et al. (1993, p. 235) applied 
emergenesis to “the etiology of creativity  .  .  .  [and concluded that] personality 
and cognitive factors are likely to act in a multiplicative (synergistic) rather 
than additive manner.” As such it explains what cannot be explained by local 
causal factors. Research on the genetics of creativity has already benefi ted 
from this idea (Harrington, 1990; Waller et al. 1993) in explaining how excep-
tional children or talents may be found in families that do not seem to lean in 
that direction and how creative potential may be heritable such that it is fairly 
equivalent in identical (MZ) twins but not fraternal (DZ) twins.
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common pathway,’ regardless of the circuit that generated the novelty.” The stress 
here is clearly on pathways and circuits rather than one or several structures.

CEREBELLUM AND CREATIVITY

The cerebellum may interact with the prefrontal cortex in a very important way. 
To understand how, something must be said about working memory, its evolution, 
and its capacity to manipulate ideas:

It has often been remarked that an explanation is required for the threefold to fourfold increase 
in the size of the cerebellum that occurred in the last million years of evolution.  .  .  .  If the selec-
tion pressure has been strong for more cerebellum in the human brain as well as for more cerebral 
cortex, the interaction between the cerebellum and the cerebral cortex should provide some 
important advantages to humans.  .  .  .  A detailed examination of cerebellar circuitry suggests that 
its phylogenetically newest parts may serve as a fast information-processing adjunct of the associa-
tion cortex and could assist this cortex in the performance of a variety of manipulative skills, 
including the skill that is characteristic of anthropod apes and humans, the skillful manipulation 
of ideas. (Leiner et al. 1986, p. 444, quoted by Vandervert et al., in press)

This is a fascinating take on creativity and the cerebellum, no less because 
Vandervert et al. explore parallels between the way the cerebellum handles ideas and 
the way it handles movement and sensation. They quoted Ito (1993) on the notion 
that “the cerebellar manipulation of ideas is no different from its manipulation of 
movement.” Ito (1993, 1997) also described how “in thought, ideas and concepts are 
manipulated just as limbs are in movements. There would be no distinction between 
movement and thought once encoded in the neuronal circuitry of the brain; there-
fore, both movement and thought can be controlled with the same neural mecha-
nisms” (1993, p. 449). Vandervert et al. (in press) extended this and suggested that 
the mind solves problems much like the body solves problems. In a sense the cerebel-
lum insures an effi cient process, often with such success as to allow manipulations 
of limbs or ideas to become without attentional resources nor conscious effort.

Evolutionary pressures not only enlarged the cerebellum; they also offered a 
selective advantage to the structures that would allow communication between it and 
the cerebral cortex. “This million or so years of rapid evolution of cerebro-cerebellar 
circuitry included, of course, operating-system control of the central executive, visuo-
spatial sketchpad and speech loop of human working memory” (Vandervert et al., in 
press). Apparently there are over 40 million nerve tracts connecting the cerebral 
cortex and the cerebellum. To understand that fi gure it is helpful to know that it is 
larger than the number of optic nerve tracts, which is itself quite extensive. Vandervert 
et al. (in press) also noted that “In addition, the cerebellum itself contains approxi-
mately 100 billion neurons; this is more than the rest of the entire brain.”

Research outside creative studies supports the notion that the cerebellum is 
involved in the processing of language and ideas, as well as motoric information 
(Leiner et al. 1986). Vandervert et al. extended this line of thinking such that the 
cerebellum would play a role when the individual is faced with novelty. The capacity 



Box 3.4
How Big Is the Human Brain?

The brain is, in a word, humongous. Consider this (Andreasen 2005):

• The cerebral cortex contains approximately 100 billion neurons (1011).
• The cortex of the cerebellum contains another trillion (1012).
• Subcortical “islands” of gray matter (e.g., the thalamus) contain several more 

billion neurons.
• Subtotal: Well in excess of one trillion neurons.

That in turn must be multiplied by the number of synapses, for these 
allow each neuron to communicate with other neurons. And they dramatically 
increase the complexity of the human brain, for each of those trillion neurons 
just calculated has between 1,000 and 10,000 synapses.

Even this grossly underestimates the potential of the brain. Recall here 
that creative thinking utilizes circuits and interactions of cells and regions, 
and the number of combinations of these is, of course, some huge mathemati-
cal result of all possible combinations of interactions. Some of these may be 
nonlinear, meaning that the result is not even some “simple” mathematical 
product but is instead, well, as close to infi nite as anything in the universe.

Recall also that the circuits and higher systems of the brain are likely to 
be most important for our understanding of creativity (Damasio 2001). 
Creativity may not be a direct result of neural chemistry but instead may 
depend on interactions among systems and subsystems. No wonder it seems 
to be unpredictable; it may depend on nonlinear interactions among a quadril-
lion (1015) cells and synapses!

Box 3.5
Metaphors of Mind

The brain is huge and as complicated as anything in the universe. Not surpris-
ingly, it can be diffi cult to grasp and explain. Metaphors often are used to this 
end. The brain, for instance, has been described as a pony express, messages 
being taken from one place to another. It also has been compared to the old 
telephone switchboard. Sir Eccles (1958) described the pros and cons of the 
“telephone exchange” metaphor, but concluded that the circuitry of the brain 
is much more complicated and much less predictable than this metaphor 
allows. The most recent metaphors involve computers, yet even these fall 
short. No wonder there are recent attempts to use nonlinear and chaos theory 
to describe both the working of the brain and creativity (Ludwig 1998; 
Richards 1996a; Zausner 1998).
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to deal with novelty seems to be analogous to anticipation and expectation, or 
perhaps hypothesis generation. Each of these requires that an original interpretation 
be constructed. Quoting Vandervert et al.:

In confronting a novel situation, the individual may need to carry out some preliminary mental 
processing before action can be taken, such as processing to estimate the potential consequences 
of the action before deciding whether to act or to refrain from acting.  .  .  .  In such decision-
generating processes, the prefrontal cortex is activated.  .  .  .  This cortex, via its connections with 
the cerebellum, could utilize cerebellar preprogramming to manipulate conceptual data rapidly. 
As a result, a quick decision could be made.

The cerebellum plays a role in this process but depends heavily on the prefrontal 
cortex for the construction of meaning and decision making.

Creative thinking may also benefi t from the existence of what Vandervert et al. 
(in press) described as neuroanatomical architectures. These architectures allow 
working memory to manipulate mental models and concepts. Signifi cantly, this may 
involve a kind of decomposition of concepts as part of cognitive adaptations. 
Vandervert et al. pointed to the sketches of Thomas Edison and the anecdotal reports 
of Einstein to support their ideas, though, as is no doubt apparent, they also sup-
ported their view of the cerebellum with brain imaging studies as well. An examina-
tion of Edison’s sketches shows that they do indeed exemplify the process whereby 
concepts evolve and adapt into new ideas and perhaps inventions and discoveries.

Brown (in press) presented a contrary view and questioned the role of the cere-
bellum in creative work. This does not undermine the idea of systems within the 
brain collaborating on creativity. Almost defi nitely the neuroanatomical structures 
contributing to emotions no doubt interact with the frontal lobes and the other 
relevant structures.

THE EMOTIONAL BRAIN

Creativity does not result from cognition alone. It is complex, and as such 
depends on motivation, attitude, interest, and various other extracognitive processes 
(Albert & Runco 1989). It would be diffi cult to prioritize these processes, but surely 
emotional processes must be recognized. No wonder, then, that neuroanatomists are 
looking to the emotional brain in their search for creativity. Recall here the emphasis 
placed on affect by Hoppe and Kyle (1990) in their studies of alexithemia, and by 
Damasio (2001), and Vartanian and Goel (in press). Recall also the emotional vs. 
cognitive processes described by Dietrich (2004). Vartanian and Goel put it this way: 
“the emotional brain mediates the interaction between preferences and cognitive 
demands via orbitofrontal cortex” (also see Bechara et al. 1999; Bechara et al. 2000). 
Affect has also received a great deal of attention in the nonbiological studies of crea-
tivity (e.g., Runco & Shaw 1994; Russ 1999).

The so-called emotional brain would be important to motivate, interest, intrigue, 
and drive creative work. It would assign value to ideas and information and recognize 



what is, at least personally, important. It would play a signifi cant role in what 
Gazzaniga (2000) referred to as an “interpreter” within the left hemisphere. Its role, 
for Gazzaniga, is to interpret events in terms of their meaning. Ironically, although 
that is important, there is also a potential advantage to the right hemisphere’s 
freedom from this interpretative process. Simplifying, it does not need to refl ect on 
the meaning of tasks or situations but simply deals with them. Keep in mind that it 
is actually dominance that is the issue, not left vs. right hemisphericity. The left is 
typically the dominant hemisphere, but it does not matter if it is the left or right 
hemisphere. It is the dominant hemisphere that likely houses the interpreter and the 
nondominant hemisphere that can deal with problems in a simple and uncomplicated 
fashion.

Flaherty (2005) referred to the important affect as a kind of drive. She argued 
that creativity depends on the same neuroanatomically based drive that is manifested 
in hypergraphia, as well as mania. Hypergraphia is “a compulsive drive to write [which] 
helps anatomically characterize creative drive.  .  .  .  Hypergraphia is generally pro-
posed to refl ect decreases of temporal lobe activity. It is most common when the 
lesion is in the right hemisphere, perhaps because the left, language-dominant side 
is then disinhibited” (p. 148). This is a reasonable argument given how many others 
have found mania (part of the bipolar disorders) to be associated with creativity. 
Flaherty concluded that creativity involves the frontal lobes, but also the temporal 
lobes and, most important for the creative drive, the limbic system. The temporal 
lobes are involved in their interaction with the frontal lobes; the former are involved 
in blocking and inhibition, which can interfere with creative associations. A relaxed 
or damaged temporal lobe, then, may allow wide associative horizons or other crea-
tive cognition. Flaherty (2005, p. 149) also looked specifi cally at the amygdala, a 
structure the shape of a walnut found in the anterior temporal lobe: “Alterations in 
amygdalar function, in assigning emotional meaning or affective valence to events 
or ideas, may underlie the idiosyncratic passionate interests of manic patients. 
Although in most cases their pursuits are misguided or overly risky, in mild bipolar 
disorder they can be turned to creative use.” Note that this model is at least tripartite 
and emphasizes systems rather than brain structures. Both Flaherty and Rama-
chandran and Hirstein (1999) emphasized the role of the limbic system.

Bowden (1994) described how persistence and energy are useful for creative work 
and are possible advantages provided to creative people when they have a tendency 
toward mania or the bipolar disorders. They are, in this light, secondary advantages 
of the bipolar disorders. Bowden (1994, p. 73) wrote, “bipolar disorder may be unique 
among the psychiatric disorders in that, in some instances, it confers advantages on 
persons who have it. These advantages largely show up in areas of creativity and work 
performances.” Richards (1997) concluded much the same, using the term compensa-
tory advantage. Nettle and Clegg (2006) were also close to this in his work on the 
evolutionary advantages of creative talents. (The former is explored in Chapter 4 and 
the latter in Chapter 11) The persistence and energy mentioned by Bowden refer to 
emotional and not cognitive processes. There may also be a cognitive advantage, 
which he called increased rate and speed of associative concepts (p. 80). The support 

 T H E  E M O T I O N A L  B R A I N  91



92 3  �  B I O L O G I C A L  P E R S P E C T I V E S  O N  C R E A T I V I T Y

Box 3.6
Neuroanatomy and the Threshold Theory of Creativity 

and Intelligence

Flaherty (2005) pointed to an interaction of the prefrontal and temporal lobes 
and the limbic system in her model of creativity. As an interesting aside, this 
model contains an explanation for the threshold theory: “Low latent inhibition 
can fl ood an organism with stimuli, and is seen in psychosis  .  .  .  But low latent 
inhibition is also characteristic of creative individuals with high intelli-
gence  .  .  .  It may be that highly intelligent subjects can fi nd patterns in what 
would otherwise be a disorienting barrage of sense data” (p. 149). Latent inhi-
bition results from repeated exposure to some stimulus. Eysenck (1997) offered 
this rationale for studying latent inhibition: “non-reinforced pre-exposure to 
a stimulus retards subsequent conditioning to that stimulus because during 
such pre-exposure the subject learns not to attend to it.  .  .  .  The relevance of 
latent inhibition to creativity lies in the fact that it correlates negatively with both 
schizophrenia and psychoticism.” For Eysenck, psychoticism and creativity both 
refl ect an underlying overinclusive tendency. Carson, Peterson, and Higgins 
(2003) offered a slightly different take on the relevance of latent inhibition. 
They found that creative achievement increased when latent inhibition 
decreased.

he marshaled was not experimental but represented various artistic and scientifi c 
domains.

Affective and other extracognitive processes are implied by Damasio’s (2001) list 
of requirements for creativity. Indeed, courage and motivation were at the top of this 
list. Next came extensive experience, and perhaps an apprenticeship within the 
appropriate fi eld. After that, Damasio listed “insight into the workings of the self 
and into the workings of other minds. This applies mostly to the arts” (p. 64). 
Turning to macro-level neural systems, Damasio said “the fi rst requirement here is 
the strong generation of representational diversity. What I mean by this is the ability 
to generate to bring to mind a variety of novel combinations of entities as images. 
These images are prompted by a stimulus which comes either from the words outside, 
or from the inside world many of these representations had to be discarded because 
they are not relevant; but the images are there to choose from. This process is not 
unlike the generation of diversity that has permitted the process of natural selection 
and evolution” (p. 65). This indicates again that the working memory, and thus the 
frontal cortex, is important for creativity. Damasio actually included large memory 
capacity in his list of requirements. For Damasio, working memory allows an indi-
vidual to generate and store representations but also allows the individual to manipu-
late representations and to recombine and rearrange them. He qualifi ed this slightly 
when he described the capacity to recognize novel representations. As he put it, “I 



suspect that a marvelous prefrontal cortex generating many new items and holding 
them online would be of little use if we did not have the ability to execute good 
selections based on an anesthetic or scientifi c goal” (p. 65). The last requirement 
Damasio listed was a decision-making apparatus.

The emotional brain plays a signifi cant role in creative efforts, but it does not 
work alone. Each of these descriptions of the emotional brain reinforces the idea that 
creativity requires systems and interactions among neuroanatomical structures.

MANIPULATIONS OF THE HUMAN BRAIN

B. F. Skinner (1956) proposed that good science should predict and control. The 
idea is that, if you really understand some phenomenon, you can predict when it will 
occur (and when it won’t) and control it. Skinner is best known for Behaviorism, or 
what should probably be called operant theory. Yet his ideas characterize all laboratory 
sciences. That is why laboratory experiments manipulate independent variables: to 
determine if they are causally related (and controlled) dependent variables. With this 
in mind, some of the most impressive work on the creative potentials of the human 
brain was reported by Synder et al. (2003). They simulated neural impairment in the 
left temporal lobes to test the possibility that everyone has the potential to perform 
as artistically inclined savants perform. They hypothesized “latent savant skills” 
in nonartistic individuals. Savants are often artistic, though sometimes their skills 
are mathematical or the like and do not lead to creative or original performances. 
Yet their talents are remarkable—more than that, they are truly extraordinary.

Synder et al. (2003) administered 15-minute pulses of repetitive Transcranial 
Magnetic Stimulation (rTMS) to 11 adults (“local university students”), thereby cre-
ating “virtual lesions” in the fronto-temporal lobes. Their prediction sounds the 
most reasonable if you keep in mind that “savant skills can emerge ‘spontaneously’ 
following an accident” (p. 149). Synder et al. had several controls (one placebo stimu-
lation, and one in the multiple baseline research design, with the experimental treat-
ment beginning at different times for different individuals). The participants of this 
research were tested four times using drawing and proofreading tasks: once before 
rTMS treatment, once during treatment, and twice after treatment (15 and 45 minutes 
after). Results indicated that four of the 11 research participants demonstrated sty-
listic changes after the rTMS. These changes were apparent to a committee of judges 
only after rTMS treatment (not after placebo treatment), and manifested in drawings 
that were life-like, fl amboyant, and complex. Two of the participants also showed 
improvements in proofreading (fi nding errors in short proverbs). Savants are some-
times described as too literal in their use of language, which does imply that they 
might be accurate proofreaders. That may not sound all that relevant to creativity, 
but in some ways it is relevant. Many children enter a kind of literal stage in language 
usage, where metaphors are uncommon, and this is close to the age of the fourth-
grade slump (Gardner 1982). A huge amount of research confi rms the role of meta-
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phor in creative thinking (e.g., Miller, in press), and metaphor is exclusive of literal 
language. The metaphorical individual is not literal, and vice versa. Synder et al. did 
not mention metaphor but felt it was signifi cant that the impact of the rTMS led to 
savant-like tendencies in both art and literal language usage. They are certainly 
correct that the proofreading fi ndings are more objective than those concerning the 
art work. No committee judgments are necessary for proofreading.

Synder et al. (2003) emphasized that the rTMS inhibited the neural processes of 
the fronto-temporal lobes. They suggested that this inhibition allows the individual 
to recognize and use “lower level neural information” (p. 157) and tap information 
that is otherwise subconscious. That explanation is not far from the theory of regres-
sion in the service of the ego, used earlier in this chapter (Kris 1952; Martindale et 
al. 1986). It is also consistent with Rothenberg’s (1990) study of the novelist John 
Cheever. Cheever felt that his talent was in part a refl ection of his capacity to access 
the unconscious (described further in Chapter 4). Flaherty (2005) described a differ-
ent kind of manipulation, in particular, “subcortical deep brain stimulating elec-
trodes near the nucleus accumbens” (p. 151). This apparently also had a benefi cial 
impact, though it certainly sounds less appealing (and more invasive) than the mag-
netic stimulation. Both are more attractive than dissection, the next methodology to 
be reviewed.

THE BRAIN OF ALBERT EINSTEIN

Diamond et al. (1985) dissected the brain of Albert Einstein, as well as 11 “control 
brains.” Diamond et al. were interested in the ratio of neurons to glial cells. The 
former are responsible for the processing of information; the latter physically and 
metabolically support the neurons. The 11 control subjects had died from nonneu-
rologically related diseases and were between the ages of 47 and 80 years. Both right 
and left hemispheres were sampled (areas 9 and 39), as were the prefrontal and infe-
rior parietal associative areas. The neurons and glial cells were differentiated through 
staining. Diamond et al. found that the ratio of neurons to glial cells in Einstein’s 
brain was smaller than those of the controls. Of course generalizations from one 
sample, even Einstein, cannot be generalized across other exceptional individuals nor 
scientists as a whole, but Diamond et al. did offer the conclusion that the small ratio 
may “refl ect the enhanced use of this tissue in the expression of his unusual concep-
tual powers in comparison with control brains” (p. 204).

Albert Einstein

In the early 1950s a Princeton neurologist convinced Einstein to submit to an 
EEG. Einstein was asked to think about relativity and then let his mind go 
blank. The fi ndings were reported in Life Magazine, 26 February 1951, p. 40, 
under the article “Recording Genius.” Life Magazine presents the EEG chart 
(also available in Gamwell 2005, p. 297).



Box 3.7
Music and the Brain

Many of the more rigorous studies on the human brain have been conducted 
with musicians and individuals with obvious musical talent. Musicians are 
thought to be nearly ideal candidates for neurophysiological studies because 
(a) much of the training occurs early when the brain is still highly adaptable, 
and (b) the training is repetitious and covers a long period of time Admittedly, 
it is possible that the unique fi ndings from musicians brain are a result of 
inborn tendencies. They are not necessarily entirely adaptations to practice 
and experience.

Schlaug (2001) reported that there are particular areas of the brain which 
show idiosyncrasies in musicians. These include the motor cortex, the cerebel-
lum, and the corpus callosum. Schlaug also pointed to “neural correlates of 
one unique musical ability, absolute pitch.” He also pointed to one particular 
structure within the brain as active when musicians are using their absolute 
pitch. This is the planum temporale.

This line of work confi rms an asymmetry of the human brain. That 
asymmetry is of the planum temporale, “a brain area containing auditory 
association cortex and previously shown to be a marker of structural and 
functional asymmetry” (p. 699). These fi ndings are based primarily on fMRI 
neuroimaging studies. Absolute pitch is found in approximately 1 of every 
10,000 individuals.

Postmortems have been done on various other populations. Schlaug et al. (1995), 
for example, examined the brains of individuals with perfect pitch, and Scheibel 
(1988) examined the auditory area of the brain of a musician with perfect pitch. 
Apparently neurons in that area were not so numerous but were unique in that they 
were “not densely packed” (Sacks 1996). Yet just as generalizations from epileptic 
individuals should be avoided because of their exceptionality, so too should care be 
taken with these special samples.

ALTERED STATES AND BRAIN FUNCTION

There is a long tradition in psychology that focuses on errors and malfunctions. 
Freud (1966) examined psychoses and neuroses and then developed a theory of the 
healthy psyche. Rock (1997) looked to illusions and developed a theory of perception. 
Motley (1986) examined verbal errors and slips and developed a theory of lexical 
organization. In the same vein, it is possible to examine atypical or altered states 
consciousness to infer healthy brain function. Some of these are intentionally induced 
altered states of consciousness. Hypnosis, alcohol, and marijuana each have been 
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examined in empirical research. They each have an impact on the brain and on crea-
tive performance.

Hypnosis

Manmiller et al. (2005) found certain creative styles to be related to absorption 
more than hypnotizability. They did not, however, administer EEG, PET, or MRIs 
(Ashton & McDonald 1985; Bowers 1968, 1971; Bowers & van der Meulen 1970; P. 
Bowers 1967; Gur & Reyher 1976).

There may be a connection between hypnosis and creativity because they both 
involve the preconscious. As Krippner (1965) put it, “hypnosis  .  .  .  may aid the break-
down into the preverbal realm where the creative inspiration has its origin” (p. 94). 
The preverbal realm is the preconscious. In this light there may be a connection 
because creative persons and creative processes do sometimes draw from the precon-
scious (Rothenberg 1990; Smith & Amner 1997) and because they tend to be open 
to experience (McCrae 1987). Openness may allow them to consider ideas in the 
preconscious—and the possibility of being hypnotized—as reasonable and feasible. 
Note the wording, however: some creative persons, some creative processes, and 
some of the time. Not all creativity relies on the preconscious. Some creative acts 
are intentional and tactical instead. Furthermore, differences among creative persons 
suggest that some employ certain paths in their creative efforts, whereas others take 
other paths.

Bowers (1979) also reported an association between hypnotizability and creativ-
ity. It is diffi cult to interpret this particular study, however, because of its only 
moderate sample size (N = 32) and the use of a composite index of creativity. That 
composite did include a divergent thinking test (i.e., consequences), but scores were 
combined with ratings from a measure of creative activities. She also reported mod-
erate but statistically signifi cant correlations between creativity and absorption, and 
between what she called effortless experiencing and creativity. Effortless experiencing 
would seem to parallel Langer’s (1989) concept of mindfulness, as well as absorption 
and fl ow (Csikszentmihalyi 1999). Indeed, we have a set of parallel processes, with 
these and absorption (also see Bowers 1967, 1978).

It may be that hypnosis has a different relationship with verbal in contrast to 
nonverbal material (Ashton & McDonald 1985).

Drugs and Creativity

Different drugs have different effects. Some of them seem to infl uence creativity 
via their effects on inhibition and attention (Goodwin 1992; Post 1996). Any drug 
that relaxes the individual, for example, can broaden or defocus attention. This may 
increase the range of available ideas. Next we examine alcohol and marijuana.

Alcohol Ludwig (1995), Rothenberg (1990), Noble et al. (1993), and Goodwin 
(1992) each have written extensively about alcohol and creativity. Much of the interest 



is in alcoholism and creativity, however. There is also research on the physiological 
effects of alcohol, which is of course what is most relevant to the present chapter.

Norlander and Gustafson (1998) examined the impact of alcohol on divergent 
thinking. Various controls were used, including placebo and control groups. Body 
weight was taken into account, as well. Results indicated that the experimental group 
(the only one that actually received alcohol) had higher originality scores than the 
control group but lower fl exibility scores than the placebo group. In addition, alcohol 
seemed to have its greatest impact when a moderate dose was given—not too much 
nor too little. Norlander and Gustafson (1997) used poetry tasks but found a more 
ambiguous relationship between alcohol and creativity.

Hopefully it goes without saying that our own personal impressions about the 
impact of alcohol are much too subjective to consider. This is especially true of 
alcohol and other drugs that may distort one’s judgments. Someone could easily have 
a few drinks and think they have a wonderful idea, only to sober up and realize it is 
not as wonderful as it sounded when it was fi rst conceived. It may be that ideational 
generation is about the same or even hindered when someone is under the infl uence 
but their judgments is distorted.

Marijuana Much of the research on marijuana and creative potential is anecdotal 
or indirect. Tinklenberg et al. (1978), for example, described the effects of marijuana 
on associations to novel stimuli. What work does examine creativity directly is incon-
clusive (Bourassa et al. 2001). DiCyan (1971) looked specifi cally to poetry.
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Psilocybin is the hallucinogenic compound C13H18(20)N2O3P2. It is found in the 
mushroom Psilocybe mexicana.

West et al. (1983) asked 72 adult males to write stories after examining pictures 
from the Thematic Apperception Test (TAT). The TAT has been used for years to 
study personality. It is a projective measure that has been used on occasion to identify 
creative tendencies. West et al. used it merely as standardized stimulus for story-
writing. They had the subject write during a baseline, where no manipulation was 
administered, and then write another story in an experimental condition. Here 
control subjects received a placebo and experimental subjects received “20  mg doses 
of delta-9 tetrahydrocannabinol” (p. 466). All stories were transcribed and entered 
into a computer for analysis with the Regressive Imagery Dictionary. This identifi es 
words and phrases that are indicative of primary process thinking. As expected, the 
experimental group did indeed write stories with higher primary process than the 
control subjects. The proportion of primary process was also higher in the experi-
mental condition than the baseline.

Martindale and Fischer (1977) also administered psilocybin but did so before 
(baseline), during, and after the “drug experience” (p. 195). They found that the 
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stories written when the subjects were high contained more primary process content 
but, importantly, were also more stereotyped than those written before or after the 
experience.

Most recently Bourassa et al. (2001) compared novice and regular users of mari-
juana under three conditions: intake, placebo, and control (no marijuana). Comparisons 
indicated that there was no relationship between intake and divergent thinking 
among the novices but a reduction among the regular users.

Apparently marijuana can either enhance or inhibit creative potentials. There is 
some uncertainty, however, because it is surprisingly diffi cult to ascertain how drugs 
actually infl uence people. This is especially the case for both alcohol and marijuana 
because there are stereotypes and expectations associated with each. Self-reports 
about the effects of alcohol or marijuana, then, are extremely suspect because they 
would be signifi cantly biased by expectations. Even measures of behavior may be 
biased by expectations. To further complicate matters, the effects may vary from 
individual to individual and task to task, and for any one of these there may be an 
optimal level of ingestion. If that is the case there may be benefi ts, but only up to a 
point, and that point may vary from individual to individual and task to task. As a 
matter of fact, Weckowitz et al. (1975) found this kind of complicated effect. They 
administered a battery of tasks to individuals. The amount of marijuana ingested 
varied from person to person. They found that low levels of marijuana were associ-
ated with enhanced performance, at least on certain tests of divergent thinking, but 
that higher doses inhibited performance. Victor et al. (1973) reported a more gener-
ally positive correlation between marijuana and creativity.

After reviewing the literature on drugs and creativity, Plucker and Dana (1999) 
pointed to numerous inconsistent results and methodological problems (e.g., select 
samples), especially when they broaden the search to include tobacco and caffeine. 
Perhaps we should be relieved that there is very little on the topic of drugs and crea-
tivity! Then again, consider the creative persons who took drugs and lost their 
lives.

Before moving to the next example of manipulation and leaving the topic of 
drugs and creativity, recall here the research cited earlier on lithium and creativity 
(Shaw et al. 1986; Shou 1979).

Exercise and Stress

Before leaving the topic of altered states of consciousness and these various 
manipulations, two pertinent areas of research should be mentioned, namely exercise 
and stress reduction. Both of these are intentional, and both are related to both 
physiology and creativity.

Steinberg et al. (1997) found that exercise enhances certain indicators of creativ-
ity. They also found that the benefi ts appear to be independent of mood. This is 
notable because exercise could improve mood, which could then enhance creativity. 
That possibility was rejected, however, with a signifi cant independent benefi t of 
exercise. There is, of course, the question of what kind of exercise and how much 



Box 3.8
Drugs and Creativity

A large number of individuals have taken drugs and lost their lives, or at least 
suffered dramatically. A few prominent examples are given below. It is, for 
instance, easy to misdiagnose these kinds of causes of death. Note also the 
wording, “taken drugs and lost their lives.” The ambiguity is intentional. 
Sadly, the frequent use of drugs among famous samples may send a message 
to children or to gullible individuals in the population at large. Kaun (1991) 
found writers to die at a young age, and one possible contribution is the 
F. Scott Fitzgerald stereotype of good writers being heavy drinkers. Musicians 
may also have a stereotype that includes drug use (Plucker & Dana 1999).

John Belushi
Richard Burton
Edgar Allen Poe
Janis Joplin
Charlie Parker
Kurt Cobain
Jimi Hendrix

(Gondola 1986, 1987). Aerobic exercise seems to be effective, even with children 
(Herman-Toffl er & Tuckman 1998). Curnow and Turner (1992) combined music and 
exercise in their work with college students.

Stress and Creativity

One of the benefi ts of creativity is stress reduction. That specifi cally benefi ts 
creativity in several ways. On a cognitive level, for example, stress and anxiety can 
inhibit thinking and distract (Smith et al. 1990). Fortunately, much can be done about 
stress, with benefi ts to physical health and creativity in particular. Khasky and Smith 
(1999) suggest relaxation for stress reduction and creativity. Stress can also 
be mitigated by evaluating, monitoring, and changing one’s thinking patterns and 
reactions (Runco, in press; Seyle, in Flach 1990c).

Self-disclosure may greatly benefi t immune functioning, and it is often a creative 
act (Pennebaker et al. 1997). Disclosure refers to the individual’s sharing what might 
otherwise be private thoughts. Pennebaker et al. demonstrated that when college 
students have the regular opportunity to write about what was going on in their 
lives, their immune systems (T cells) improve. This research is discussed in more 
detail in Chapter 4, but for now it is relevant that self-expression, a key part of many 
creative efforts, is directly related to physiology, and in particular to immune 
functioning.
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Group Differences

The research on altered states, exercise, and stress implies that certain physio-
logical correlates of creativity are the result of particular choices and experiences. 
Group and individual differences in creativity and physiology therefore would be 
very likely. Differences, for example, might be expected between fi t and sedate 
people, or between those who are adaptable and experience only low-levels of stress, 
in contrast to individuals who experience a great deal of stress. There are other group 
differences that may not depend on an individual’s choices and intentions.

Consider fi rst the stroke victims and others who have some sort of lesion or 
damage to the brain. Ramachandran and Ramachandran (1996), for example, 
described a condition called anosognosia, found in approximately 5 percent of stroke 
victims who have damage to the right side of the brain. They may be partially 
paralyzed but deny it. Ramachandran suggested that they are unable to accept the 
paralysis because they are incapable of modifying old beliefs. They are unable to 
move an arm or leg, but that information is ignored because it is inconsistent with 
old belief systems. Ramachandran and Ramachandran did not collect data about 
creativity, but their work suggests that rigidity and infl exibility may sometimes have 
biological bases. This is very germane because fl exibility is an important part of many 
creative activities (Runco 1985) and because most older adults become rigid and 
infl exible (Chown 1961). This may at least in part result from changes in the nervous 
system. Almost certainly those changes refl ect experience as well, older adults having 
invested more time in a particular routine or perspective (Rubenson & Runco 1995), 
but this just means that both nature and nurture are involved. No surprise there. 
Surely not all older adults become infl exible. Some, such as the artists who employ 
the “old age style,” appear to be quite fl exible. These artists make a habit of changing 
their work, even in their seventh, eighth, and ninth decades of life (Lindauer et al. 
1991).

Some group differences would be expected based on expertise and domain-
specifi c skills. Indeed, Sergent et al. (1992) took PET and MRI readings while their 
subjects listened to, read, or played music. The results suggested that these last two 
tasks “entail processing demands that are realized by a cerebral network distributed 
over the four cortical lobes and the cerebellum” (p. 108). Both left and right hemi-
spheres were involved in sight-reading and playing music. Recall also the group dif-
ferences implied by the autopsies cited earlier (Scheibel 1988; Schlaug et al. 1995).

Age Differences and Maturation

The predictable changes in late life, just mentioned, indicate that some group 
differences are related to, even determined by, age. They may be maturational, which 
implies that they refl ect an unfolding or fulfi llment of genetic potentials. When they 
are maturational, there are general commonalities, much like the onset of puberty. 
That happens at about age 11 for girls and age 12 for boys, though there are individual 
differences and variations around these typical ages. Their maturational tendencies, 



which infl uence creative potentials in particular, such as those that set the stage 
for the fourth-grade slump (Runco 1999; Torrance 1968; see Chapter 2). The impact 
of maturational process on creative potential may be moderated by (and indeed, 
is largely a function of) neuroanatomical development. Predictable maturational 
changes are sometimes explained in terms of critical periods of development.

The fourth-grade slump initially was attributed to the educational system and 
the conformity demanded by many aspects of the educational system. More recent 
explanations emphasize brain development. It is quite possible, for instance, the 
nervous system matures to a point at age 9 or 10 years such that the individual 
becomes sensitive to conventions and to their utility. Given that conventional behav-
ior is often unoriginal—it is a kind of conformity—this could explain the fourth-
grade slump, although it should be emphasized that not all children show a loss of 
originality. The fourth-grade slump may be experienced by 50 percent or perhaps 
slightly more of the children in the United States. Those data are now dated (Torrance 
1968).

The fourth-grade slump may attract as much attention as it does because it can 
help explain various kinds of behaviors. The fourth-grade slump is manifested in a 
loss of originality, but at about that same age (fourth grade, age 9 or so), children’s 
art becomes highly representational, and therefore conventional. Their language also 
becomes more conventional. Their attire and social behavior become much more—
hugely more—conventional. Peer pressure acquires enormous potency. The point is 
that the tendency to weigh conventions heavily is apparent in many aspects of devel-
opment (Runco & Charles 1997) and is seen in a large number of individuals. This 
can suggest maturation is at work. There is, beyond a doubt, a loss: Younger children 
are preconventional and more creative than children at age nine or 10 because of it 
(Rosenblatt & Winner 1988).

DIFFERENT TASKS, DIFFERENT STRUCTURES, AND NETWORKS

Differences also refl ect the task at hand. Different tasks require different cogni-
tive processes, and therefore different neuroanatomical substrates, which may be why 
some individuals prefer to do certain things (e.g., dance) instead of others (e.g., 
mathematical puzzles). It is especially useful to consider different tasks because, 
although several different cognitive processes already have been reviewed (e.g., 
insight and divergent thinking), and although various brain structures have been 
examined (e.g., frontal lobes, cerebral hemispheres, the limbic system, and cerebel-
lum), additional relevant research has been done on correlates of creativity. This 
research employed divergent thinking tasks and insight problems. There is additional 
research on the neurophysiology of metaphor.

Mashal et al. (2005), for example, had 15 adults read different word pairs. Some 
were unrelated words, but others were either conventional metaphors, novel meta-
phors, or literal metaphors. The novel metaphors might seem to be most indicative 
of creative verbiage, but it is possible that all metaphors are creative, as long as they 
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are original, and also likely that creativity often depends on metaphoric thought 
(Getz & Lubart 1997; Gibbs 1999; Gruber 1996; Miller 1996). Still, the most inter-
esting comparison was between the conventional and novel word pairs. The latter 
were associated with higher levels of activity in the right hemisphere, and in particu-
lar in the right posterior superior temporal gyrus, right inferior frontal gyrus, and 
left middle frontal gyrus.

Jung-Beeman et al. (2004) required that the participants in their research solve 
problems that required associative thinking, not unlike those on the Remote 
Associates Test. This test of associative skill does not tap quick insightful processes, 
although the judgments of success used by Jung-Beeman et al. might give the feeling 
of an insight. (As a matter of fact, all insights may imply a sudden solution that is 
unrelated to the actual cognitive processing required by the task (Gruber 1988), but 
more on that later.) The fMRIs indicated that it was the right superior temporal 
gyrus that was most active when the individuals had a feeling of insight.

Schneider et al. (1996), on the other hand, administered anagrams, some of which 
were apparently unsolvable. Solvable anagrams might allow the individual to feel an 
insight, but surely unsolvable ones would not. PET scans indicated increased regional 
cerebral blood fl ow (rCBF) to the hippocampus when the individuals received the 
solvable anagrams, and presumably when there was a feeling of insight. Luo and Niki 
(2003) also compared solvable and unsolvable problems (riddles) and found similar 
fi ndings about the hippocampus and insight. Standing back from these studies of 
metaphor and anagrams, Vartanian and Goel (in press) concluded, “The results of 
these three imaging studies on insight converge on the role of the right temporal 
lobe and in particular the hippocampus in insight solutions.”

Thus insight problems differ from other kinds of problems in the underlying 
neural processes (Vartanian et al. 2003), as well as in the emotional reaction. Vartanian 
et al. (2003) described insight as a kind of shift “from one state in a problem space 
to a horizontally displaced state rather than a more detailed version of the same state 
(i.e., vertically displaced state).” Such shifts or transformations may be “necessary for 
overcoming set effects and facilitate widening of the problem space” (Vartanian et 
al. 2003). Mental sets can interfere with thinking such that creative insights are dif-
fi cult to fi nd. At times we approach our experience or a problem from one angle and 
have diffi culty shifting to a different perspective. However it is accomplished, a shift 
or transformation is likely to provide the “a-ha” feeling, and perhaps satisfaction, 
relief, or even surprise as well (Gruber 1988; Jausovec 1989). Once again, creativity 
is both cognitive and affective.

GENETIC BASIS OF CREATIVE POTENTIAL

We have now covered a variety of brain structures and processes that may play 
a role in creative potential and performance. What of their origin? Why does the 
brain develop such that we have these potentials and talents? Why are there indi-



vidual differences in neuroanatomy (and as a result variation in creative talent)? Each 
of these questions is answered in much the same way—nature and nurture are to 
blame. This takes us to the second major issue within the biological perspectives on 
creativity, namely, that involving genetic contributions. This is not much of a transi-
tion for us. In a sense we are moving from brain structure down to the neural and 
chemical level of genes. But these genes provide the basis for each of the neuroana-
tomical structures and systems discussed so far in this chapter.

The First Candidate Genes for Creativity

Reuter et al. (2005) extrapolated from genetics studies of personality (e.g., explor-
atory interests and eagerness to solve problems) which are dopaminergic, to suggest 
that certain genes would be related to creativity. They proposed that one particular 
dopamine receptor (DRD2) might manifest itself in creative potential. Noble (2000) 
previously reported that the most relevant allele (i.e., DRD2 A1) is found in approxi-
mately 30 percent of the population, at least among Caucasians. (Ethnic background 
often is held constant in genetic studies, meaning that they often eliminate variations 
that might result by examining only one ethnic group. The study of Caucasians is 
thus merely an experimental requirement. Others have also held ethnicity constant 
but examined other groups besides Caucasians.) Reuter et al. also proposed that the 
TPH1 (tryptophan hydroxylase gene) might also be involved in creative thinking.

Ninety-two individuals supplied genetic samples and took six tests of creative 
potential. The DRD2 gene was associated with verbal creativity and a total creativity 
index. Individuals carrying the A1 allele had higher creativity scores, at least on one 
index (verbal creativity) and the composite index. The TPH allele was signifi cantly 
related to fi gural creativity, numeric creativity, and the total creativity index. A third 
(serotonergic) gene, labeled COMT SNP, was unrelated to the creativity indices. 
None of the three gene loci were related to traditional intelligence.

Importantly, Reuter et al. (2005) implied that genes infl uence neural transmis-
sion. In a manner of speaking, then, their results represent the same neuroanatomical 
perspective as those just reviewed, though they focused on a different level of analysis 
(neural rather than brain structures). This research reinforces the rationale for the 
current chapter in that it refl ects biological interactions among genes and neuro-
anatomy. In other words, it bridges the neuroanatomical research and the genetic 
research. As a matter of fact Reuter et al. referred to the “mesocortical dopamine 
(DA) projections into the forebrain [which] are known to be involved in cognitive 
functioning and therefore can be assumed to be involved in creative thinking as well” 
(second page of preprint). This is actually a slippery argument, extrapolating from 
cognitive functioning in general to creativity in particular, but at this stage in the 
genetic research on creativity, that is certainly an acceptable position. Note that this 
logic is consistent with the neuroanatomical (nongenetic) research reviewed earlier, 
which assigns a privileged role to the frontal lobes.

There may also be something to the association between the DRD2 allele and 
the persistence or mania of some creative persons, given its role in nicotine addiction 
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and perhaps alcoholism (Noble 2000; Noble et al. 1993). In fact, Eysenck (2003) 
described how dopamine reception may explain why creativity often is related to 
psychopathology. He gave this simple graphic:

 DNA → Dopamine D2 → (lack of) latent inhibition → P

P represents a tendency toward psychoticism. That is indicative of “a disposi-
tional variable predisposing a person to psychotic illness if subjected to suffi cient 
stress, and containing a combination of personality traits related to typical psychotic 
and pre-psychotic personalities” (Eysenck 2003). Psychoticism also is correlated with 
various indicators of creative potential (Eysenck 1997, 2003).

Heritability

Heritability is the statistical index of shared genes, or variability due to genetic 
factors. It is much like a correlation coeffi cient, with a maximum possible value 
of 1.00 (100% genetic). Behavioral genetic research preferred to base it on 
individuals who have identical genetic make-up but dissimilar environments, 
namely, MZ twins reared apart. Signifi cantly, heritability does not preclude 
environmental infl uence.

Twin and Adoption Studies

The genetic basis of creativity also has been studied using behavioral genetic 
techniques (e.g., Barron 1972; Domino et al. 1969). This technology, such as it is, 
was adapted from investigations of the heritability of intelligence. The premise is 
that the genetic contribution to some phenotype (i.e., a manifest trait or capacity) 
can be inferred by comparing monozygotic (identical, abbreviated MZ) twins, who 
are 100 percent alike genetically, with dizygotic (fraternal, or DZ) twins or with two 
siblings who are not twins, who are only 50 percent alike. Alternatively, parents and 
their biological children can be compared with adoptive or foster parents and chil-
dren. The assumption here is that the child shares 50 percent of their genetic make-
up with the biological parents but if raised in another home, does not share 
environment with the biological parents. Studies using these techniques and meas-
ures of IQ have reported that as much as 80 percent of intelligence is genetically 
determined (Jensen 1980). Identical twins tend to have very similar IQs even if they 
are reared in different environments. The correlation between the test scores or 
personality traits of MZ twins reared apart is used as a direct index of heritability 
(Waller et al. 1993).

Nichols (1978) and Waller et al. (1993) reviewed all studies on twins and creativ-
ity and concluded that “approximately 22% of the variation in this dimension [diver-
gent thinking] is due to the infl uence of genes” (Waller et al. 1993, p. 235). Waller 
et al. also examined indicators of creative potential among 157 pairs of twins reared 



apart. They calculated a heritability index of 0.54, which also supports a notable 
contribution to creativity, in this instance specifi cally to the creative personality. The 
correlation between DZ twins was, in contrast, −0.06.

Care must be taken with the term “infl uence of genes.” Genes do not translate 
directly into behavior. They provide potentials, or what is called a range of reaction. 
Genes set a range to which the environment and experience react. The outcome is 
an interaction of genes and environment, nature and nurture. Guilford (1962) referred 
to something like this with the idea of limits: “heredity probably does determine 
limits, both upper and lower, within which development can occur. Experience or 
learning may have considerable room within which to operate and produce results. 
The best working assumption to adopt is that education can do a great deal to 
promote the development of individuals in the way of preparing them to perform 
creatively, if not in the way of strengthening their creative abilities” (p. 164).

Twin and adoption studies also make several dubious assumptions. In twin 
studies that compare MZ twins reared apart with siblings reared together, for 
instance, there is an assumption that the former do not share environments. Any 
similarity in their IQs, personality, or creativity is assigned to genetic similarity. Yet 
actually they do have similar environments, even when reared apart. They are both 
human, breathe air, live in houses, and are likely to speak the same language(s). They 
experience the same culture, which means they encounter many of the same values, 
expectations, and experiences. The best conclusion is that both nature and nurture 
play a role. In fact, the impact of the latter depends on the former. This again is the 
message of the range of reaction.

Kinney et al. (2000–2001) used a slightly different methodology. They compared 
adoptees who may have had a genetic liability toward schizotypy but who did not 
manifest negative schizophrenic behavior. Apparently the adoptees had a creative 
advantage in that they were able to think in an unconventional fashion, and thus 
think creatively, but they did not have such unconventional tendencies as to make 
them actually schizophrenic. This research is explored further in Chapter 4.

Genealogies

Genealogies are often suggestive of genetic contributions to creative potential. 
They are not reliable indicators, however, and at best offer hypotheses that could 
be tested in controlled research. Actually, that would be the case if the study of 
genealogies offered any coherent message about the genetics of creativity, but it 
does not. Some genealogies seem to confi rm a genetic basis for creativity in that 
many family members manifest obvious talent. Yet many others (e.g., Shakespeare) 
offer contrary evidence. Shakespeare, arguably the leading innovator in the 
history of the English language, may well have had illiterate parents. But no doubt 
the danger of this approach is obvious: The focus is usually on individual cases, and 
their families. Also problematic is that we mostly have data about the families of 
eminent creators. This creates a selection bias and undermines the value of genea-
logical data.
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To make matters worse the genetic contributions to creativity (or anything else) 
cannot be clearly inferred from talents that “run in families.” That is because genes 
are shared by families, but so are environments. So does education, money, and 
various other possible infl uences on talent. So again, studies of genealogies are prob-
ably the least useful kind of data for genetic studies of creativity.

CONCLUSION

The interdisciplinary nature of creative studies is readily apparent in this chapter: 
social/conventional, develop/maturation, clinical, and cognitive, for example. There 
is especially good complementarity among neuroanatomical and cognitive psycho-
logical theories of creativity. This is clear in the parallels involving divergent and 
convergent thinking, for example, but also in the mutual use of the concepts of 
working memory, insight, hypothesis generation, imagery, and even the idea of idea-
tion. Neuroanatomists also have found labels for their discoveries and hypotheses in 
the research on mood and psychopathology. Earlier we discussed biological bases for 

Box 3.9
Sir Francis Galton on Heredity Genius

Sir Francis Galton, fi rst cousin of Charles Darwin, contributed a great deal 
to the social and behavioral sciences. He did quite a bit in the area of assess-
ment and may have been the fi rst to use the so-called bell curve to describe 
human abilities. He also uncovered several of the factors (e.g., birth order) that 
are still thought to contribute to exceptional ability. In Hereditary Genius 
(Galton 1869), he suggested that high ability runs in families, and this too has 
held up in recent empirical studies (e.g., Runco & Albert 1985). The problem 
arises when the biological aspects of heredity are emphasized to the exclusion 
of the nonbiological aspects. Heredity is not just biological. Socioeconomic 
status, for instance, is typically stable from generation to generation, and this 
allows educational level to be maintained. Intergenerational educational stabil-
ity can in turn explain some of Galton’s fi ndings about exceptional perform-
ance running in families. Highly educated parents tend to have highly educated 
children (and this was especially true in Galton’s own era). But this too can 
be taken too far. Education, like the other potential contributing factors 
reviewed in this paper, apparently contributes to creative achievement only up 
to a point. Some education may be vital for achievement in some domains, but 
beyond a certain level, education does not help. In fact, it apparently can be 
detrimental to achievement. It can take time away from other important (non-
academic) experiences. Moreover, it can inculcate a dogmatic or even rigid 
manner of thinking (Simonton 1984; Torrance 1962).



Box 3.10
What Part of Creative Potential Is Inherited?

Hans Eysenck (1997) suggested that overinclusive thinking, not creativity per 
se, runs in families. Overinclusive thinking is manifested as a kind of associa-
tive tendency. The overinclusive individual included atypical things in his or 
her conceptual categories. When asked to name square things, for example, 
the overinclusive individual may say “basketball.” This tendency leads the 
individual to some bizarre, and at times psychotic (Eysenck’s term) cognition, 
but sometimes it is benefi cial. It may help certain individuals to fi nd creative 
ideas. After all, creative things are atypical in their originality. When the 
overinclusive person is not psychotic but sometimes thinks in an original 
fashion, they have psychoticism instead of psychosis (Eysenck 1997). What is 
more relevant here is that it is overinclusive thinking that runs in families. 
That may be expressed as psychoticism, or as psychosis. This is Eysenck’s 
explanation for the stereotype of the “mad genius.”

Originally defi ned by Cameron (1938; Cameron & Magaret 1951) and then 
applied to families and creativity by Eysenck (1997), overinclusive thinking 
refers to “a conceptual disorder in which the boundaries of concepts become 
overextensive. Associated ideas, or even distantly related ideas, become incor-
porated into the concepts of schizophrenics, making them broad, vague and 
imprecise. A second aspect of overinclusive thinking is the ‘interpretation’ of 
irrational themes. Completely irrelevant, often personal ideas intrude them-
selves and become mixed up with the problem solving process” (Eysenck 1997). 
Overinclusive thinking may be expressed in psychosis or psychoticism. The 
former is psychopathological. The latter is indicative of creative potential. It 
does not, however, guarantee creativity. Eysenck (1997) described how creative 
talent also requires “the ability to weed out unsuitable and unusable associa-
tions must be the distinguishing mark between the word salad of the schizo-
phrenic and the utterances of the poet.”

This is all very relevant to the discussion of genetics because it is not crea-
tivity that runs in families, according to Eysenck, but overinclusive thinking 
instead. That is the potential that is inherited. Some use their overinclusive 
tendencies for creative thinking, others are unable to do so and are psychotic. 
This is discussed further in Chapter 4.

primary and secondary processes, mania, and overinclusive thinking, just to name 
three examples.

The prefrontal cortex certainly does receive a great deal of attention in the 
neuroanatomical research. Yet this just means that it plays a key role in the creative 
process. That process involves various structures and circuits, or networks. Not only 
is the idea of “right-brained creativity” to be rejected, the whole idea of one respon-
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sible area or locus of the brain is inaccurate. As a matter of fact there are at least two 
assumptions that need to be rejected. First is the assumption that creativity depends 
entirely on one part, structure, or location of the human brain. Second is the assump-
tion that creativity will eventually be explained at the most microscopic level, namely, 
the cellular and neurochemical level.

These are not independent ideas. Both refl ect a kind of reductionism that simply 
does not apply to the human biology or to creativity. Human behavior (especially 
cognition) is much too varied, adaptable, and diverse to expect simple canalized 
neural processes. Creativity epitomizes adaptability and must be viewed as a complex. 
No wonder it would be enormously unreasonable to expect any one (circuit, hemi-
sphere, lobe) brain locus to be responsible. It must be a collaborative effect and con-
trolled by different brain structures and processes.

Genes, neural transmitters, and other micro-physical processes are vital for 
creative thinking, but almost certainly it is much better to look to brain circuitry 
and the interplay of different brain structures than to look to any one gene, structure, 
location, or chemical. These circuits are not the most microscopic part of brain 
hierarchy. In one light this is good news. It is not necessary to dig deeper and deeper, 
with increasingly powerful microscopes and imaging technologies, to increase our 
understanding of creativity and the brain.

It also means that simple treatments and explanations will not suffi ce. There are 
interesting data about uric acid (Cropley 1970) and even testosterone (Hassler 1992; 
Reuter et al. 2005b), but this kind of research results will probably only have explana-
tory power as each is related to larger neural systems and circuits. Creativity very 
likely depends on various anatomical structures and neurochemical processes and 
their interaction.

Perhaps these two assumptions can be replaced with two intriguing postulates. 
The fi rst postulate is that the human brain supports different kinds of creativity; the 
second postulate is that different human brains lead to different kinds of creativity.

The research on domain differences and differences between different kinds of 
creative cognition (e.g., hypothesis generation, insight, divergent thinking) supports 
that fi rst postulate. The second postulate is very clearly supported by the research 
on group and individual differences, summarized at the end of the last section of this 
chapter.

Implicit in this material is the idea that the brain provides humans with a pro-
ductive, proactive, fl exible, and generative mind. No wonder the idea of divergent 
thinking permeates the creativity literature. Much of the research in this chapter 
used tests of divergent thinking as estimate of the potential for creative thought. 
That is, of course, how these tests must be defi ned. They are not tests of creativity. 
After several reviews of the literature Runco (1991b, 1999d, 2006) put it exactly that 
way: Tests of divergent thinking provides useful estimates of the potential for creative 
thinking. These tests were used in the research on the “fi rst candidate gene” (a Uses 
test), EEG and PET research (Bekhtereva et al. 2000; Martindale 1977–78), investi-
gations of marijuana (Weckowitz et al. 1975), and in studies of familial relationships 
(e.g., Runco & Albert 2005), just to name a few topics covered in this chapter.



The generative potential of the human mind is also apparent in its capacity to 
anticipate, predict, infer, and even interpret. In one recent study fMRIs confi rmed 
that the auditory cortex is active when music is remembered (McCrae 1987). It is also 
active when music is muted; the brain seems to fi ll in the gaps, pulling information 
from memory. If lyrics are involved, a larger system of the brain is active, and if the 
music is associated with a particular experience (or perhaps event, even a movie’s 
theme song), even more brain activity occurs. Of most relevance is the fi nding that 
the human brain can fi ll in the gaps in a constructive manner.

At least some of the time, and perhaps a great deal of it, the generative capacity 
of the human brain might specifi cally result from combinatorial processes. At 
least there seems to be an implicit consensus in that direction among neuroana-
tomical investigations. Dietrich (2004, p. 1011) referred to this when he wrote, “the 
prefrontal cortex contributes highly integrative computations to the conscious expe-
rience, which enables novel combinations of information to be recognized as such 
and then appropriately applies to works of art and science (pp. 1011–1012, italics 
added).

Combinatorial processes also are recognized in previous cognitive psychological 
research on creativity and in other observations and reports. Sir Peter Medawar, for 
instance, said, “In human creativity a cognate process must be at work: human crea-
tivity must be a rapid combination and recombination and reassortment of ideas. The 
memory retaining the more plausible juxtapositions rather as if a computer were 
programmed to produce jokes of a random kind while a selective process would sort 
out those that were genuinely funny or really silly or meaningless” (quoted by Damasio 
2001, pp. 63–64). Recall also that Damasio (2001) himself referred to “the variety of 
novel combinations of entities as images” and “representational diversity.” This is 
one reason the working memory often is implicated in creative thinking. Combinations 
may take place within the working memory. Working memory also aids in making 
the important choices and decisions that are involved in creative efforts.

The mind is not just generative, however, and a good thing since creativity 
requires more than just ideation and productivity. It requires direction, decision 
making, editing and functions of the temporal lobe. Recall here how many theories 
reviewed in this chapter put emphasis on inhibition as well as production. As Brown 
(in press) put it, “thinking depends on the inhibition of irrelevant memories as much 
as the arousal of what is pertinent.” These ideas are also consistent with the cognitive 
research on creativity, and in particular with studies of evaluative processes (Runco 
2003a).

There is some indication that the cerebellum is involved in some creative work, 
though it must be emphasized that, relative to the other structures mentioned in this 
chapter (e.g., prefrontal cortex, temporal lobes), this is an untested structure (Brown, 
in press). Still, it is intriguing to consider the possible role of the cerebellum, espe-
cially given the possibility that some creative thinking is muscular or kinesthetic. 
Einstein’s anecdotal descriptions of creative work are consistent with this possibility 
(Vandervert et al., in press), as are observations from Sir John Eccles from his 1958 
Scientifi c American paper on “The physiology of the imagination.” Sir John tied 
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imagination to sensory information processing by the brain. He also described how 
congealed neural patterns were created by neural signals (he called them engrams) 
and how this allows both imagery and memory. Such imagery was, for Eccles, a 
simple form of imagination. Quoting Eccles (1958):

The wealth and subtlety of stored memories and critical evaluations imply that in the neuronal 
network there is an enormous development of complex engrams whose permanency derives from 
the postulated increase in synaptic effi cacy.  .  .  .  Such are the prerequisites leading to creative 
insight. (p. 144)  .  .  .  The creative brain must fi rst of all possess an adequate number of neurons, 
having a wealth of synaptic connection between them. It must have, as it were, the structural 
basis for an immense range of patterns of activity.  .  .  .  The synapses of the brain should also have 
a sensitive tendency to increase their function with usage, so that they may readily form and 
maintain memory patterns. Such a brain will accumulate an immense wealth of engrams of highly 
specifi c character. If, in addition, this brain also possesses a peculiar potency for unresting 
activity  .  .  .  the stage is set for the deliverance of a “brain child” that is sired, as we say, by creative 
imagination. (p. 146)

More recently, Memmertt (in press) described the creative thinking of athletes, 
and Gardner’s (1983) theory of multiple intelligences includes a bodily domain. 
Signifi cantly, one of the criteria for a distinctive domain is that it is based on unique 
brain structures (Gardner 1983).

Gibbs (2006) also saw movement and muscular bases of thought. He too looked 
to Einstein’s description of a “muscular type” of mental entity but also found refer-
ences to Einstein’s embodied thought processes in a famous experiment. Apparently 
Einstein “pretended to be a photon moving at the speed of light. He fi rst imagined 
what he saw and how he felt, and then became a second photon and imagined what 
he now experienced of the fi rst photon” (Gibbs 2006, p. 123). He went on to quote 
Cyril Stanley Smith, famous for his work on the structure of metals. Smith reported 
experiencing the feeling of the metals he studied—their “hardness and softness and 
conductivity and fusability and deformability and brittleness  .  .  .  all in a curious 
internal and quite literal sensuous way.  .  .  . [the] aesthetic feeling for a balanced 
structure and a muscular feeling of the interfaces pulling against one another” (Gibbs 
2006, pp. 123–124).

It may not come as a surprise, then, that there is some uncertainty about the 
generality of creativity (Baer 1998; Plucker 1998) and the generality of the underlying 
biological processes (Flaherty 2005).

Yet Katz concluded: “there appears to be some privileged role in creativity to 
the cognitive functions associated with the right hemisphere. This conclusion is 
based on the performance of gifted youth, EEG recordings while participants are 
taking tasks that purportedly measure creativity, and indirect measures such as con-
jugate lateral eye movement data. Although based on a narrower set of converging 
operations than that on which the fi rst conclusion rests, it should be emphasized that 
a right hemisphere superiority is found in the majority of cases where cerebral hemi-
sphere asymmetries arise; rarely does one fi nd evidence for left hemisphere superior-
ity. [Also] there is some evidence that different creative tasks may differentially call 
upon the cognitive resources for which the two hemispheres are specialized. That is, 



the cognitive processes (and hence the hemispheres subserved by these processes) necessary to be 
creative as an artist appear to be different than those required for math. It may well be that 
the highly creative are better able to make use of the cognitive resources of the hemisphere 
that is nondominant for the creative task at hand (emphasis added).”

Genes infl uence neuroanatomy. Any demarcation between these two perspec-
tives on biology, the genetic and the neuroanatomical, is somewhat artifi cial. Simply 
put, genes determine which structures and processes will be available. More specifi -
cally, they provide the potential for creativity. This idea is captured in the concept 
of a range of reaction, which applies to every level of the brain process and structure 
hierarchy presented earlier—as well as to the personality traits, cognitive skills, and 
motivations that are reviewed elsewhere in this volume. Perhaps the point to empha-
size is that the traits, capacities, and abilities that are discussed throughout this 
chapter constitute phenotype, but are dependent on genotype. Phenotype is exactly 
that—the traits and abilities that are manifested because there was genetic potential 
that was reinforced and supported by experience and environment. Nature and 
nurture both play a role in the neuroanatomical bases for our creativity and in all 
things human.

Biological contributions are important in part because of their implications. 
Biology, for example, might be used to explain the skewed distribution of creative 
performances (Simonton 1988). A surprising number of theorists believe that creativ-
ity is limited and not widely distributed. This may be a scientifi c convenience, 
however, and refl ect their thinking that we can be objective in our study about crea-
tivity only if we look at instances of individuals or products about which there is no 
ambiguity (Gardner 1993). One attractive alternative is that creative potential is 
widely distributed, even if world class performances are not, the implication being 
that each of us has potential that can be exercised and fulfi lled.

There is debate regarding extraordinary creativity. Dietrich (2004) was explicit 
about his assumption that creative thinking is merely a refl ection of the same proc-
esses that sometimes generate uncreative or routine cognition. This implies that 
neural circuits that support creative insights may be the same as the circuits that 
sometimes lead to routine and uncreative cognition. Andreasen (2005), on the other 
hand, implied that extraordinary creativity may depend on extraordinary cognition 
and an extraordinary brain.

Flaherty’s (2005) model, which involves the temporal and frontal lobes and the 
limbic system, implies generality. In her words, “While the correlation between 
manic states and creativity is strongest for language-based fi elds, temporal lobe 
changes can also produce the equivalent of hypergraphia in other creative fi elds. 
Frontotemporal dementia is the best-known example. A subset of these patients has 
neurodegeneration that selectively affects the temporal lobe. Up to 10% of that 
subset develops compulsive artistic or musical interests, even when they had no pre-
existing artistic tendencies” (Miller et al. 1998, p. 148). This kind of generality is 
clearly contrary to the various theories of domain-specifi city (Baer 1998; Gardner 
1983) but it implies generality across domains and not necessarily across 
individuals.
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Individual differences were suggested by several lines of neuroanatomical 
research. They were supported by the research comparing more and less creative 
groups (Carlsson et al. 2002), for example, and of course by the research on the fi rst 
candidate gene. Also consider Scheibel’s (1999) argument that “we must assume that 
the more nimble the frontal cortex, the more capable it is of playing with new com-
binations of stored items” (p. 3). That both implies individual differences and pin-
points the combinatorial process discussed previously.

Dietrich (2004) was very clear about group and individual differences. He con-
trasted expertise with creativity, some people having more of one or the other: 
“Knowledge and creativity involve different neural circuits. Knowledge is largely 
TOP [temporal occipital parietal] but creativity (dorsolateral) prefrontal cortex. An 
uncreative expert would have an “  ‘endowed’ TOP but less-remarkable prefrontal 
cortex” (p. 1020). A highly original but not very effective individual would have the 
opposite constitution. The creatively intelligent person, of course, would have both. 
Not surprisingly, this view acknowledges domain differences. The artistically 
included “possesses a fi nely honed emotional brain” (p. 1021).

Mood (Dietrich 2004, p. 1022) and age (Axelrod et al. 1993; Chown 1961; 
Dietrich 2004; Rubenson & Runco 1995) both may predispose certain individuals to 
certain thinking modes. This also follows from the maturation of the prefrontal 
cortex, for it does not reach maturity until the early 20s. Children would not have 
the discretion or meta-cognitive supports, then, to be creative in the same way as 
adults. They will also have less of a knowledge base, but this can work for or against 
creative thinking. Knowledge sometimes provides a person with options, but at the 
same time it leads to routine, assumption, and other enemies of original and creative 
cognition. Children may be creative in a different way from adults, the former more 
spontaneous and uninhibited, the latter more tactical and deliberate (Dietrich 2004; 
Runco 1996a). Age differences are also apparent in late life. At that point the problem 
is infl exibility (Chown 1961; Rubenson & Runco 1995).

There is also a bit of a debate about the role of consciousness, creativity, and the 
underlying neuroanatomical structures. Vandervert et al. (in press) and Damasio 
(2001) cited the working memory in their descriptions of creative processes, and as 
noted earlier, what a person is conscious of is in his or her working memory. It is 
easy to see how working memory would play a role in any creative work that requires 
conscious awareness, attentional focus, or sustained concentration. These are func-
tions of working memory and in turn implicate the prefrontal lobes. Yet not all kinds 
of creative work are consciously done. Consider, for example, the cognition that 
allows overinclusive thought, primary process, the exploration of loose conceptual 
boundaries, or defocused attention.

Dietrich (2004) felt that “by defi nition, creative insights occur in consciousness” 
(p. 1011) but he implied that something may occur before consciousness (and the 
prefrontal lobe) kicks in: “Concisely stated, creativity results from the factorial com-
bination of four kinds of mechanisms. Neural computation that generates novelty 
can occur during two modes of thought (deliberate and spontaneous) and for two 
types of information (emotional and cognitive). Regardless of how novelty is gener-



ated initially, circuits in the prefrontal cortex perform the computation that trans-
forms the novelty into creative behavior. To that end, prefrontal circuits are involved 
in making novelty fully conscious, evaluating its appropriateness, and ultimately implement-
ing its creative expression” (Dietrich 2004, p. 1023, italics added). Insight and incuba-
tion are frequently involved in creative thinking, and they require preconscious 
activity (Gruber 1988), but there is no insight unless an idea or solution makes its 
way into consciousness. The “a-ha” moment is exactly that, the moment the idea 
makes its way into conscious awareness. That idea, however, may have been percolat-
ing for some time below the level of consciousness, and benefi ting from the lack of 
censorship. Gruber (1981b) presented data on the process that occurs before every 
“a-ha” and described it as protracted (also see Rothenberg 1990; Wallace 1991). 
Dietrich (2004, p. 1016) viewed the workings of the unconscious as parallel 
processing.

There is debate about consciousness and the unconscious, and about extraordi-
nary and ordinately creativity. Yet the research on the biology of creativity supports 
the two reasonable postulates: (1) The human brain supports different kinds of crea-
tivity, but (2) different human brains lead to different kinds of creativity.

The summary of genetics and creativity helped with the question of etiology. A 
more general perspective on etiology involves evolutionary theory. The brain is a 
product of evolutionary pressures (Jerison 1974), as are its genetic bases. Evolutionary 
theory is examined in the next chapter.
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Health and Clinical 
Perspectives

Happiness in intelligent people is the rarest thing I know. —Ernest Hemingway 1986, p. 97

Relish the struggle, that’s the way. —Dick Francis, Bolt

Every act of creation is fi rst of all an act of destruction.
 —Pablo Picasso, quoted by Kao 1991, p. 16

Advanced Organizer
The Mad Genius Controversy
Affective Disorders
 Emotional Creativity
Suicide
 “Writers Die Young”
 “The Price of Greatness”
Immune System Effi ciency
Stress
Anxiety
Aggression and Crime
Psychosis
Schizophrenia
Special Populations
 ADHD
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 Physical Impairments
Adaptability
Self-Actualization

INTRODUCTION

The benefi ts of creativity are easy to see. Creativity, for example, is responsible 
for much in our day-to-day lives. (Have you listened to any music today, in the car, 
on a stereo or computer, or in an elevator? Have you admired a graphic on your 
computer, or an ad in a magazine? Have you enjoyed a TV show, worn some stylish 
clothes, or joked with a friend?) It is also behind much of our cultural evolution and 
technological progress. And it is fun. It gives life authenticity and spontaneity.

There are, however, potential concerns or even costs to creativity. There may 
be a stigma attached to highly original behavior, for instance. (“What a weirdo!”) 
Much more serious is the concern about creativity and health. Many famous creators 
have suffered from diseases of various sorts. Many suffered from psychopathology, 
and some from a physical ailment. This chapter discusses all the possible relation-
ships between creativity and both psychological and physical health. As we will see, 
the various expressions of creative talent are related in various ways to a diverse set 
of illnesses and problems. Yet we will also see that creative efforts can contribute to 
positive health. Creativity can help the individual maintain both psychological and 
physical health.

This chapter addresses the following questions. Does creativity lead to positive 
mental health? Is it related to positive physical health? Are there differences among 
domains (e.g., poets, writers of fi ction, performers)? What causes what—does creativ-
ity infl uence health or health infl uence creativity? How is creativity related to stress 
and anxiety? The fi rst question to be addressed is the oldest and even has a label, 
namely, the “mad genius controversy.” Are all creative people a few bubbles off 
plumb?

AFFECTIVE DISORDERS

Most of the research on creativity and psychopathology focuses on the affective 
disorders. Affect refers to emotionality, and the affective disorders include depression 
and the bipolar disorders. Bipolar disorders are characterized by mood swings, with 
depression at one extreme and mania at the other. The latter is defi ned in terms of 
elation and energy. There are various kinds of bipolar disorders that vary in terms 
of degree, directionality, and duration. These are potentially very serious disorders, 
in part because depression is predictive of suicide. Of course all of us experience 
some sort of depression from time to time, but when it is chronic and severe, there 
is a tendency toward suicide ideation. Suicide ideation in turn sometimes leads to a 
suicide attempt.
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Andreasen (1997) reported especially high rates of suicide in writers, as well as 
a tendency toward a bipolar disorder. She found particular support for bipolar II and 
bipolar III. These are characterized by subclinical levels of depression, as well as 
mood swings. Similar results were reported by Jamison (1997), also working with a 
group of writers. The idea of subclinical levels is very important and will be revisited 
throughout this chapter (also see Schuldberg 2001).

Ludwig (1995, p. 138) compared various creative domains and found depression 
to be highest in poets (77%), but also quite common among writers of fi ction (59%), 
artists (50%), writers of nonfi ction (47%), and composers (46%). Individuals in 
the military and involved in exploration seemingly never suffered or reported 
depression.

How might affective processes infl uence creative efforts? First consider the role 
of physical energy. When depressed, people do not have much energy. But if there 
is a mood swing and an experience of mania, there is great energy, elation, and often 
productivity. It might even be the swing that is important and not the mood per se. 
It may be that a person experiencing a bipolar episode has tons of energy and 

Box 4.1
The Mad Genius

The relationship of mood disorders and creativity has long been observed 
(Becker 1978; Becker 2000–2001; Goertzel & Goertzel 1962). Many refer to 
“the mad genius controversy” because there are potential problems and ail-
ments, but also numerous examples of healthy creative individuals. The debate 
is an old one, as these quotations imply.

Those who become eminent in philosophy, politics, poetry, and the arts have all tenden-
cies towards melancholia. —Aristotle, Problemata

Great wits are sure to madness near allied/ And thin partitions do their bounds divide.
 —John Dryden, English dramatist (1831–1900)

There is no great genius without a touch of madness —Seneca (5 bc–65 ad)

Everything great in the world comes from neurotics. They alone have founded religions 
and composed our masterpieces. —Marcel Proust (1961)

The lunatic, the lover, and the poet/ Are of imagination all compact.
 —William Shakespeare, A Midsummer Night’s Dream

The volitional excitement which accompanies the disease [mania] may under certain cir-
cumstances set free powers which otherwise are constrained by all kinds of inhibition. 
Artistic creativity namely may be the untroubled surrender to momentary fantasies or 
moods, and especially poetical activity by the facilitation of linguistic expression, experi-
ence a certain furtherance.
 —Emil Kraepelin (1921–1976, p. 17, quoted by Ramey and Weisberg, in press).
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produces a great deal of work. If this is a writer, 1000 pages may be written in a week! 
But then mood swings and depression set in. If this person looks back at those 1000 
pages, he or she might not be very pleased. After all, it is diffi cult to be pleased when 
you are unhappy. The depressed person may throw out 999 pages. But perhaps there 
are a few sentences or phrases that sound good, even while depressed. And if the 
mood swings again, this person may have another productive phase, followed by 
another critical phase. After a long period of time the person may produce a poem 
or book-length manuscript that passes muster even during depression and personal 
criticism! It is as if the person is his or her own editor.

Creative efforts might also offer a relief or catharsis. It may seem less likely than 
decreased energy and output, but it is possible that depression (or any psychological 
disturbance) is alleviated by keeping busy. This is especially true if the disturbance 
is otherwise diffi cult to face (Jones et al. 1997). Creative efforts might offer the 
affected person with some escape or repose.

Domain Differences in Psychopathology

The domain differences debated throughout the creativity literature (e.g., Baer 
1998; Plucker 2000) may be clearest in studies of psychopathology. Domain 
differences have certainly been noted for a long time (e.g., Plato, Aristotle). 
Wittkower and Wittkower (1963, Chapter 5) give an especially detailed history 
of Homo melancholicus. Domain differences are also clearly and objectively 
delineated by Ludwig (1995) in his extensive archival study.

AFFECT AND MOOD

Other possible explanations are suggested by mood studies (e.g., Isen et al. 1985; 
Kaufmann & Vosburg 1997). These typically involve participants who are free of 
disorders, but they are suggestive of the workings of mood, and some actually 
manipulate mood (Hoppe & Kyle 1990; Kaufmann & Vosburg 1997). These indicate 
that information processing tendencies are infl uenced by mood. It turns out that 
either negative mood or positive mood can facilitate creative problem solving, but it 
depends a great deal on the task at hand. Some tasks benefi t from negative moods 
and some from positive moods. Kaufman (2003) explained this in terms of task 
demands. In his words, some tasks are “mood sensitive.”

It appears that there is more appreciation of positive mood (e.g., Forgas 2000; 
Hirt 1999; Isen 1993, 1999; Isen & Baron 1991). Hirt’s (1999) review of the research 
is sometimes quoted: “individuals in positive mood states have been reliably shown 
to be more creative on a range of tasks than are individuals in other mood 



states  .  .  .  [the] effects of (positive) mood on creativity appears to be remarkably 
robust in terms of the mood induction procedure used and the range of possible 
creativity tasks that have been measured” (pp. 241–242).

Which tasks benefi t from positive affect? There are several, including the Remote 
Associates Test (see Chapter 9), insight problems (Estrada et al. 1994; Greene & 
Noice 1988; Isen et al. 1987a; Isen et al. 1987b), and word association tasks (Isen & 
Daubman 1984; Isen et al. 1985; cf. Greene & Noice 1988). The supposed benefi ts 
of positive mood include overinclusive thought, loose conceptual boundaries, origi-
nal word associations, broader categorization of information, and more ideational 
intrusions; see Bowden 1994; Jamison 1993; Schuldberg 1990, 2001), a broader range 
of options, and an increase in the number of ideational associations. All of this adds 
up to a higher probability of fi nding an original idea. There is also some indication 
that negative affect can lead to a fl exibility that is apparent when the person needs 
to shift from one category of thought to another.

Kaufmann (2003) cited several reports of ambiguous benefi ts of positive 
mood (e.g., Jausovec 1989; Weisberg 1994) but for obvious reasons emphasized his 

Box 4.2
Fractals and Psychological Disturbance

Ludwig (1998) used fractal geometry, and in particular the concept of self-
similarity, to explain differences between the creativity of artists and scientists. 
This involves comparisons of the two domains on different levels. That is, of 
course, the key to fractals; they show similarity across each level of analysis. 
Ludwig therefore changed levels of analysis by fi rst examining them on a very 
general level, but then performed more specifi c analyses comparing the 
methods used in each. His data were archival but represented over 1100 
eminent individuals. Ludwig concluded that “the relation that exists is not 
between mental illness and creative expression per se but between the presence 
or absence of mental illness and particular forms of creative expression. 
Employing the metaphor of the fractal, we fi nd that as we focus on professions 
within professions within professions, the same patterns that exist at a mac-
roscopic level in comparisons among professional groupings also tend to exist 
at more microscopic levels of analysis. The dominant pattern that seems to 
hold is that the more particular professions rely on mathematical, natural, 
formal, and objective modes of creative expression or problem solving, the 
lower the prevalence of mental illness in their members; the more a profession 
relies on emotive elements, personal revelations, and subjective forms of crea-
tive expression, the higher the prevalence” (p. 100).
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own experimental studies. Kaufmann and Vosburg (1997), for example, reported 
two experiments in which positive affect failed to facilitate insight (the Two-
String Problem and the Hatrack Problem). As a matter of fact individuals in a 
positive mood did the worst of all and were outperformed by participants in 
neutral, control, and negative mood experimental conditions. In a subsequent study 
Kaufmann and Vosburg (2002) uncovered an interaction in which the impact of 
mood varied depending on the time on the task. Positive mood was benefi cial early 
on, but after the individual had produced a number of ideas negative mood seemed 
to be better. Kaufmann (2003) argued that “positive mood participants scored sig-
nifi cantly higher in early production, whereas negative and neutral mood partici-
pants signifi cantly outperformed the positive mood participants in late production. 
Indeed, the positive mood condition seemed to produce a steep, noncreative, response 
gradient, whereas the negative and neutral conditions were closer to the fl at associa-
tion gradient held by Mednick (1962) to be characteristic of creative individuals” 
(p. 133).

Affect sometimes acts as a kind of cue specifi cally for memory and associations, 
which are themselves tied to emotions. It may be quite general, according to Bowers 
et al. (1981), in that affective states activate everything in memory related to that 
general emotion. As Russ and Schafer (in press) described it, there may be emotional 
themes in fantasies, associations, and memory. One particular emotion therefore 
activates or primes a large number of possibilities.

There is a psychoanalytic basis explanation for the impact of mood. Simplifying 
some, if a person does not block or repress emotions, he or she is more likely to have 
creative associations. As Russ and Schafer (in press) put it, “the lack of repression or 
blockage of ideas, memories, and associations, should facilitate broad associations 
in a number of areas”. Getz and Lubart (2000) confi rmed that objects that are 
inherently emotional or “affect laden” tend to elicit a particular kind of divergent 
thinking.

Russ and Schafer (in press) investigated the impact of mood by studying the 
fantasy play of children from the fi rst and second grades. Affect in play was assessed 
by videotaping children while they play with puppets. The children are asked to give 
voice to the puppets, that is to talk out loud, as if they were a character or the puppet. 
The videotapes are then scored for the frequency of emotion or affective expression, 
and the variety of affect categories. Russ and Schafer also administered the Alternate 
Uses divergent thinking test (see Chapter 2), with four affect-laden stimuli and four 
neutral stimuli. Russ and Shafer found that fl uency was signifi cantly correlated with 
the amount of affect in memory. Originality was not. When IQ was statistically 
controlled, the affect in play was not signifi cantly related to fl uency, though it was 
before IQ was controlled. Negative affect and originality were signifi cantly corre-
lated both before and after taking IQ into account. Contrary to expectations, the 
relationship between affect and play and divergent thinking was not stronger when 
children received the affect laden stimuli. Butcher and Niec (2005) used a similar 
methodology with somewhat different results. They did fi nd a relationship between 
negative affect in play and parental ratings of creativity.
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Alexithemia

Alexithemia refers to low emotionality, especially a disinclination to express 
emotions. According to Fuchs et al. (in press), “individuals with alexithemia 
are usually characterized as matter-of-fact, concrete thinkers, liking of struc-
ture, less emotionally oriented, and less fantasy prone.” Hoppe and Kyle (1990) 
suggested that the alexithemia found in their patients hindered creative think-
ing. These patients had commissurotomies, which is explored in Chapter 3. 
Certainly alexithemia would take the thrill out of creative efforts and preclude 
the satisfaction of an “a-ha” moment. It may also undermine the intrinsic inter-
est that drives so many creative efforts.

Box 4.3
Emotional Creativity

Emotional creativity “can be defi ned as one’s ability to feel and express emotions 
honestly, and in unique ways, that are effective in meeting the demands of 
both intra- and inter-personal situations  .  .  .  emotional creativity refers to a 
person’s ability to be creative in the emotional domain.  .  .  .  At the lowest level, 
emotional creativity involves the particularly effective application of an already 
existing emotion, one found within the culture; at a more complex level, it 
involves the modifi cation (‘sculpting’) of a standard emotion to better meet 
the needs of individual or group; and at the highest level, it involves the 
development of a new form of emotion, based on a change in the beliefs and 
rules by which emotions are constituted” (Averill 1999a, p. 334). An interplay 
between emotional creativity and cognitive creativity is also suggested by 
Averill’s (1999b) statement, “On the border between cognition and emotion 
lies creativity” (p. 765). There appear to be two possibilities: First, the creative 
process may vary with emotional variations, and second, emotions themselves 
may be the product of a creative process (Gutbezahl & Averill, 1996).

In some ways the concept of emotional creativity was a natural outgrowth 
from the earlier theories of emotional intelligence (Goleman 1995; Salovey & 
Mayer 1990). Yet just as creativity is distinct from IQ, so too is emotional 
creativity distinct from emotional intelligence. Fuchs et al. (in press) defi ned the 
latter as “the disposition to attend to, perceive, and appraise one’s own feelings 
as well as those of others, being able to name and differentiate various closely 
related feelings and emotions (e.g., loving and liking), make appropriate deci-
sions to cope with inter- and intra-personal situations, accurately experience 
and express emotions, and to regulate emotions for promoting personal 
growth.” Emotional creativity, on the other hand, refers to personal evalua-
tions of events, judging and reacting to personally signifi cant information.
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SUICIDE

Depression does more than enervate. In fact, it can be fatal! It does not itself kill 
people, but there is an unfortunate association in that suicide is more likely when 
people are depressed than when they are not depressed. Psychologists view depres-
sion to be a predictor of suicide. (This is true of clinical depression, not everyday 
moodiness.)

There is some indication that suicide takes an especially heavy toll in highly 
creative groups. In Ludwig’s (1995, p. 148) extensive archival study, suicides were 
most common in writers of poetry (20%), with musical performers next but at about 
half that rate (9%). There were no reports of suicide in Ludwig’s sample of architects, 

Box 4.4
Suicide and Death Rates

Suicide is one of the more common causes of death. It is more common that 
AIDS, homicide, and even atherosclerosis. It accounts for approximately 13 of 
every 100,000 deaths. Diseases of the heart are most common (approximately 
296 per 100,000 deaths), followed by malignant neoplasms second (200), 
cerebrovascular diseases (59), accidents (38), infl uenza and pneumonia (30), 
and diabetes (19). Suicide is eighth, though it does vary from age group to age 
group. Even though life expectancy is on the rise, the rate of suicide is also 
on the rise. Between 1950 and 1988, the U.S. Bureau of Census found a 100 
percent increase.

The World Health Organization (WHO, from May 12, 2003, Reuters) 
put it this way: “Traffi c kills four times as many people as wars and far more 
people commit suicide than are murdered.” They noted that one-tenth of the 
global death toll in 2000 was injury-related (both accidental and deliberate), 
with 1.26 million road injuries at the top of the list. Suicide was next (815,000), 
and then interpersonal violence (520,000). Wars and confl ict ranked sixth—
between poisoning and falls—with 310,000 deaths. WHO found income level, 
age, sex, and geographical region each played a part in the distribution and 
incidence of fatal injuries. Fatalities from injury were twice as prevalent among 
men as women, especially in road accidents (three times as many men as 
women) and men were also three times as likely to be murdered. Death rates 
from road accidents, burns, and drowning were particularly high in Africa and 
Asia, and homicides were three times as frequent as suicides in Africa and the 
Americas. In Southeast Asia and Europe suicide rates were more than twice 
the murder rates. Suicide is not uncommon.
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explorers, composers, or social or public fi gures. Among the artists, suicide attempts 
occurred mostly before age 30. In Ludwig’s entire sample of just over 1000 persons, 
11 percent attempted suicide with 4.4 percent succeeding. Admittedly this was an 
archival study involving only high-level creators. Generalizations can only be con-
sidered carefully, if they are considered at all. Table 4.1 shows the means of suicide 
within Ludwig’s sample. Table 4.2 lists some of the famous people who have killed 
themselves.

Biases Distorting Statistics About Suicide & Creativity

There are certain biases that may distort our statistics about suicide and crea-
tivity. First, suicides may be “salient information” that is easy to remember. It 
may be more diffi cult to remember suicides among the noneminent, and of 
course there are numerous counter-examples—creative people who have not 
committed nor attempted suicide! If it is a famous creator who commits suicide, 
it is deemed newsworthy. Sadly, we often do not remember only objective 
details and representative information; we remember and reason with what is 
salient. Causes of death may also be slanted such that, if there is any ambiguity, 
the coroner’s report does not pinpoint suicide.

Suicide is associated with particular attitudes and cognitive tendencies, as well 
as depression. Creative individuals are typically open-minded, for example, even 
about suicide, at least in the sense that they are less judgmental than their peers 
(Domino 1988). Their attitudes may imply an acceptance of suicide only because 
they are generally open-minded. This possibility exemplifi es the problem of hidden 
causal factors (see Box 4.5).

Other research has been conducted with noneminent samples. Orbach et al. 
(1990), for instance, studied individuals in an outpatient clinic and psychiatric emer-
gency room. They administered a problem-solving task to each. This task did not 
require originality per se, but creativity often involves problem solving. Results 
indicated that individuals who thought about suicide tended to solve problems with 
solutions that lacked versatility and tended toward avoidance. There were also signs 
of dependency with those who thought about suicide more likely to look to others 
for solutions to their problems.

Lester (1993) found that women were more likely to attempt suicide but less likely 
to succeed. That is, there were fewer fatalities in the women he studied (also see 
Lester 1999). Lester pointed to relationship problems among creative individuals who 
thought about suicide. He also suggested that birth order was relevant, and in par-
ticular, that suicide ideation was most likely among fi rst and middle individuals. His 
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T A B L E  4.1 The Price of Greatness: Methods of Suicide 
among 1000 Eminent Persons

Carbon monoxide (2) Drowning (4)
Poison (3) Gunshot (6)
Hanging (7) Drug overdose (18)
Jump from bridge (1)
Gas oven (1)
Wrists slashed (1)

T A B L E  4.2 Suicide among Creative Samples

Ernest Hemingway
John Berryman
Sylvia Plath
Anne Sexton
Jack London
Dorothy Parker
Jimi Hendrix
Janice Joplin

Marilyn Monroe
Truman Capote
Phil Ochs
Hart Crane
Virginia Woolf
Alan Turing
Mark Rothko

samples include both eminent creators (e.g., Dorothy Parker and Virginia Woolf) 
and the general populations.

A small irony is suggested by research showing depressed persons to be realistic 
in their thinking. It is nondepressed individuals who are unrealistic. Miller and 
Porter (1988) explained, “it was the depressives in these studies who displayed 
rationality and accuracy! Depressed people were more realistic. It was the nondepres-
sives who exhibited an illusion of control or what can be called an optimistic bias” 
(quoted by Heinzen 1994, p. 73). Perhaps that illusion of control fails when suicide 
is contemplated. Or perhaps the illusion of control allows for realistic thinking, 
but some also have a tendency to be rigid and infl exible as well. Mraz and Runco 
(1994) found rigidity and infl exibility to be very important in predicting suicide 
ideation.

Mraz and Runco (1994) took a multivariate approach and examined depression 
and several different problem-solving skills. They used various tests of divergent 
thinking (see Chapter 9) and examined six different cognitive predictors, in addition 
to hopelessness. The last of these was predictive of suicide ideation, but the most 
accurate prediction took infl exibility into account as well. More specifi cally, suicide 
ideation was most likely when the individual was fl uent in problem-generation tasks 
(i.e., they identifi ed a large number of problems) and infl exible in solving problems. 
This combination of thinking tendencies actually predicted suicide above and beyond 



Box 4.5
The Problem of Hidden Causal Factors

Very frequently, when two things are correlated, there is a hidden cause. This 
is the third variable problem or the problem of hidden causal variables. They 
are called third variables when there is one predictor variable (or perhaps set 
of predictors) and one criterion variable (or set of them) and the research is 
being conducted to determine how these two are related. The predictors are 
sometimes called independent variables and the criteria dependent variables, 
but this depends on the experimental design. For our purposes what is impor-
tant is the attempt to infer causality. What causes psychosis? What causes 
depression?

Correlations are helpful when addressing these questions, especially if a 
correlation is found and other requirements are met (e.g., causes must come 
before effects), but frequently there are hidden variables that may be causally 
related to our criterion of interest, be it psychopathology or creativity. Variable 
A can be correlated with Variable B but not cause Variable B. Variable B might 
depend on Variable C. The relationship between A and B may refl ect the 
hidden relationships between Variables A and B with Variable C. It is a veri-
table soap opera.

the prediction that relied solely on measures of depression. The prediction included 
a statistical interaction between fl uency and infl exibility, which merely implies that 
both of these things have to be present for an accurate depiction of suicide ideation. 
Infl exibility in this context implies that the individual sees very few and only very 
similar solutions to a problem. This is in contrast to a fl exible individual who sees a 
wide range of very diverse solutions. It makes sense that someone might be depressed 
and suicidal if they think they have both a large number of problems but also very 
few kinds of solutions.

Recall here the difference between suicide attempts and suicide ideation. The 
latter simply means that the person thinks about suicide. There is no guarantee that 
an attempt will be made. In fact, many people think about suicide. You might say it 
is normal to do so. What really worries clinicians is when an individual both con-
templates suicide but also actually develops a plan for carrying it out.

Schotte and Clum (1987) also found rigidity and infl exibility to be related to 
suicide ideation. They implicated stress as well but, unlike Mraz and Runco (1994), 
felt that suicide ideation was more related to depression, hopelessness, and affect than 
to thinking tendencies (also see Schotte & Clum 1982). The different results may 
refl ect the different analytic techniques employed. Only Mraz and Runco tested 
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interactions among the predictors. This would seem to be an important point; inter-
actions are more indicative of what actually goes on than are simple “main effects” 
and predictions based on individual emotional and cognitive tendencies. The use of 
problem generation as well as problem solving apparently also made a difference. 
More will be said about problem generation in Chapter 9. Before leaving the topic 
of suicide we should discuss creativity and longevity. Like suicide, longevity is by 
defi nition a very serious concern.

Longevity

Writers sometimes take their own lives. Some do it quickly and commit suicide. 
Others, knowingly or not, do it slowly, by sabotaging their health, which amounts 
to much the same thing, at least in the long run.

Evidence from yet another archival study indicates that “writers die young” 
(Kaun 1991). Indeed, writers had the shortest life expectancy of all career areas. The 
writers in Kaun’s (1991) sample lived an average of 61.7 years. Cartoonists were next, 
at 67.9 years, followed by musicians at 68.9 years, and architects at 69.4 years at the 
time of death. The composers, dancers, singers, conductors, painters, and photogra-
phers represent the creative domains in this particular data set with longer life 
expectancies. There are several possible reasons for this. One possibility is that 
writing is a stressful or diffi cult career. It frequently has mostly delayed gratifi cation. 
It also usually requires solitary work. There may be some volition in this, however, 
given that writing is also associated with an unhealthful stereotype. In particular, 
someone may think that to be viewed as a writer he or she needs to conform to the 
stereotype, and therefore smoke and drink heavily. Kaun described the general life-
style of writers as “ill suited to good health” (p. 388). Perhaps that stereotype has 
changed recently, but it was a prevalent one at least since the time of F. Scott 
Fitzgerald. Writers may also react to criticism and poor sales. Recall here that Abra 
(1997) quoted one famous writer saying, “Sure writing is easy. Just sit down at a 
typewriter and open an artery” (Abra 1997). Recall here also what the author John 
Cheever said, namely that his anxiety provoked by the personal uninhibited nature 
of his writing (Rothenberg 1997).

The different possibilities here underscore the diffi culties involved in determin-
ing the directions of effect in studies of creativity and health. Could a writing career 
undermine health and lead to an early demise? If so, the creative work is the cause 
and the short life expectancy is the effect. Yet it is possible that health is the causal 
factor, or at least an infl uence. Perhaps there is something about ill health that leads 
people to writing. This would be the clearest in the case of psychological disturbance, 
such as depression, for that could motivate someone to seek a medium in which to 
vent or battle their demons. Much the same could be said about physical problems 
as well. They too could direct the unhealthy into writing instead of, say, sports or a 
career involving demanding public performances.

Very importantly, although many writers die young, many creative individuals 
live a long time (Lindauer 1991). As a matter of fact, Simonton (1983, 1985) proposed 



that eminence is most likely to be achieved if the individual begins working at a 
young age, works at a regular basis from day to day and year to year, and lives a long 
time. These recommendations follow directly from Simonton’s (1990, 1999) historio-
metric research, which is explored in Chapter 7. They certainly characterize many 
famous creators (e.g., Pablo Picasso and Jean Piaget).

Of the various directions of effect just mentioned, the most likely may be that 
which has creative talent as the causal agent and ill health the effect. This makes the 
most sense because there is also evidence that writing contributes to positive health 
(Pennebaker et al. 1997), which of course allows for the same direction of effect. 
Why two different outcomes—positive or negative health? Perhaps it depends on the 
kind of writing. Pennebaker et al.’s evidence for the benefi ts of writing allowed 
entirely self-expressive writing. They referred to it as disclosure. Hence writing that 
allows the individual to express him- or herself may help the individual, whereas 
other kinds of writing may not have the same benefi ts. If this is the case, the old 
adage, “write about what you know” takes on great importance. Admittedly, 
Pennebaker et al. (1997) did not have data on life expectancy. Their indicators of 
positive health involved immune functioning, and in particular the effi ciency of the 
immune system. It really is impressive research, given that the criteria were based 
on blood tests. You don’t get much more objective than that. Earlier studies had 
concluded much the same thing about creativity and immunity (e.g., Eisenman 1997), 

Box 4.6
Self-Expression and Health

Several theories of creativity imply that one of the best things a person can 
do to maintain health is to fi nd opportunities for self-expression. This was 
implied by research on disclosure and the immune system, for example, and 
also true of the research on self-actualization, to be discussed later. The rela-
tionship of self-expression and health also fi ts well with research outside the 
creativity literature. Eysenck (1988), for example, claimed that self-expression 
plays a large role in the determination of health. He described in detail the 
cancer-prone personality, which is essential to an individual who does not 
express his or her emotions. This is analogous to the coronary-prone individ-
ual, though of course the behaviors in question, both causal and health-related, 
differ. In the one case it is cancer and the other case it is heart disease. After 
referring data from a 15-year longitudinal study, and concluding that person-
ality has a signifi cant infl uence on physical health, including cancer, Eysenck 
cited a famous physician from 1906, Sir William Osler, who apparently claimed 
that “it is very often much more important what person has the disease than 
the disease the person has” (Eysenck 1997, p. 277).
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but usually the latter was estimated using self-reports (e.g., “how often do you get 
sick?”), which are much less objective.

STRESS

Self-expression and disclosure may contribute to health in that they allow a 
release. People can vent or get something off their chests. There are, however, other 
ways to deal with problems. One thing is defi nite: Problems should be addressed, 
one way or another. Health problems may arise if the organism does not cope in one 
way or another. In fact, a failure to cope leads to a particular kind of problem, namely 
stress. Stress is defi ned as a failure to adapt or cope (Seyle 1988). This is very impor-
tant because it suggests methods for improving health, and although generalizations 
should be avoided, it is probably safe to hypothesize that just about everyone experi-
ences stress. Low levels may not lead to problems, but even moderate amounts can 
infl uence our social relationships, our intellectual functioning, our emotional stabil-
ity, and our health. Stress may also be related to creative potential and creative 
performance.

In support of this view, Nicol and Long (1996) found higher levels of creativity 
to be associated with low levels of stress in a sample of music hobbyists. Interestingly, 
this was not true of their sample of music therapists. Still, Nichol and Long described 
creative thinking as a coping resource.

Like so much in the health and creativity literature, it seems that stress and 
creativity have a complicated relationship, although there are confl icting views. 
Scott (1985) proposed that creativity is related to stress and that creative indivi-
duals will have more stress than others. In his words creative persons “stand either 
above or outside the norm most readily accepted by society  .  .  .  and dissimilar 
people are treated by the remainder of society as a threat to the search for 
saneness. Secondly, society offers all people a very patterned and structured way of 
life through a set of expectations and rules designed to maintain stability and mini-
mize change. Many people opt to accept these patterned instructional ways without 
question because they offer stability and acceptance by others. However, this is not 
the option chosen by GTC [Gifted Talented Creative] people if they are to exercise 
their talents” (pp. 240–241). This is entirely consistent with research on the psychic 
costs and stigma of being creative (Rubenson & Runco 1992). It is also consistent 
with one of the core characteristics in creativity, mentioned in Chapter 9, namely 
their sensitivity. This sensitivity may make creative individuals more prone to 
stress reactions, along with leading them to creative experiences and interpretations 
of experience.

Another view conceptualizes creativity as a cognitive moderator (Carson & 
Runco 1999). It may, for example, moderate such that an individual’s interpretation 
of experiences is different from the actual experience. That may sound odd, but there 



is a huge literature confi rming that perceived stress is not the same as actual objective 
experience. That is in fact how perception is defi ned, as the interpretation of experi-
ence. Perceptions always differ from actual experience, though not always to a large 
degree. This is top-down information processing, which means that expectations and 
assumptions direct thought instead of thought merely being a reaction to actual 
experience. This is why people have varied interpretations of experiences. Two people 
can have the same experience but each walk away with a different interpretation of 
it. There are, then, no environmental stressors. Events and hassles are merely poten-
tial stressors because so much of the reaction is top-down and depends on the indi-
vidual. Stress is a matter of interpretation. This line of thinking is useful when 
explaining how creativity can be related to certain ailments and disturbances but at 
the same time be related to certain kinds of health. We will return to this topic later 
in this chapter.

Runco (in press; c) suggested that the cognitive processes that moderate between 
objective events and the interpretation of stress may be associated with the construc-
tive cognitive processes that allow creative insights. This follows from constructivist 
theories of knowledge, such as Piaget’s (1970, 1981). Carson and Runco (1999) tested 
this view by administering tests of divergent thinking and stress, the latter with 
measures of objective events and of “hassles.”

Examples of Events: Scale of Stress and Hassles

Stress is a reaction, a failure to cope. It sometimes is measured by examining 
personal histories and by asking the individual how many stressors they recently 
experienced. Other times it is viewed as a day-to-day occurrence and measured 
by asking about minor hassles. Slow traffi c, noisy construction work outside 
the window of your offi ce, repeated interruptions, a power outage while com-
puting—these are hassles.
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ANXIETY

Anxiety is also a signal that something isn’t right with one’s world (May 1975). 
Anxiety certainly can infl uence creative thinking and creative performance. Consider 
Saldivar’s (1992) description of the poet Sylvia Plath and her “fear of her imaginative 
power as a solvent that might be more destructive than transforming” (p. 117). 
Consider next the view of Patrick White (1912–1990), Nobel laureate in Literature. 
He put it this way: “My creative self, frozen into silence by the war years, began to 
thaw  .  .  .  [and I] started writing the novel which became The Aunt’s Story. I can’t say 
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it poured onto the paper after the years of draught; it was more like a foreign sub-
stance torn out by handfuls” (1981, p. 127).

This parallels the feelings of the prize-winning author, John Cheever (Rothenberg 
1990). Cheever described experiencing great anxiety because of his creative insights. 
In his case, the creativity caused problems rather than the problems stimulating the 
creativity. After extensive interviews with Cheever, Rothenberg (1990) explained how 
“the creative process  .  .  .  involves gradual unearthing of unconscious processes.  .  .  .  the 
creative person embarks on an activity leading to discovery and knowing himself or 
herself in a very fundamental way.  .  .  .  such an unearthing process is fraught with a 
good deal of anxiety as it unfolds. Also, anxiety and strain arise from carrying on a 
high level performance in the especially demanding work of creative accomplish-
ment” (pp. 196–197). Rothenberg also proposed that “creative operations derive from 
healthy functions [but] they generate mental confl ict and tension. In addition to the 
mental strain induced by these translogical modes of thinking, anxiety is generated 
because these modes also function to unearth unconscious material during the course 
of the creative process” (1990, p. 187). Rothenberg was referring to Janusian and 
homospatial thinking as translogical.

Translogical Thinking and Creativity

Rothenberg (1990) described two kinds of creative thinking, both translogical. 
In Janusian thinking, opposites are brought together in new and creative ways. 
Light can be a wave and a particle, for example, even though both are incom-
patible. Existentialism describes an acceptance of mortality but also a joy in 
what one has here on earth.

In homospatial thinking, the individual brings two images together into 
one new and creative product. It is homospatial in a literal way: They are dif-
ferent images but occupy one visual space. Rothenberg actually has manipu-
lated homospatial thinking using special projectors.

Similar ideas have been reported in less select samples. Carlsson (2002), for 
example, found that the more creative individuals in her group of research partici-
pants had a higher level of anxiety than the less creative individuals. Interestingly, 
the more highly creative individual used more defense mechanisms than the less 
creative individuals. They were, however, fl exible in their use of strategies, which 
makes perfect sense given the relationship of fl exibility with creative potential. Smith 
et al. (1990) examined the relationship of creativity and one particular kind of 
anxiety, namely, test anxiety.



Psychic Costs of Creativity

Creativity sometimes has psychic costs (Rubenson & Runco 1992). Creative 
things are, after all, original, and they may be unusual or unconventional. 
Some people may view them as different or even strange. These things imply 
that a person can behave in a creative fashion but there may be costs, including 
psychic (emotional) costs.
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Smith (Smith & Amner 1997) developed a method for investigating unconscious 
processes. He referred to it as percept-genesis, the idea being that interpretations of 
experience are personally constructed. The process is not entirely manifest, however, 
but the workings can be seen under the right conditions. Smith’s method allows him 
to identify individual differences in the processes involved in the construction of 
interpretations, that is, in percept-genesis. Simplifying some, creative individuals 
may have an advantage in their facility with preconscious materials.

ALCOHOLISM AND DRUG ABUSE

Stress and anxiety sometimes are battled with alcohol or other drugs. In the 
large archival study mentioned earlier, Ludwig (1995, p. 133) found a full 60 percent 
of those involved in theater probably having alcoholism, with writers of fi ction and 
musicians not far behind (41% and 40%, respectively). Alcoholism was rare in the 
military and in individuals in the natural sciences, social sciences, or social activism 
(each at or below 10%). Ludwig (1995, p. 135) also found distressing rates of drug 
abuse. It was most common in the musicians in the sample (36%), with theater and 
writers of fi ction and poetry next in terms of incident (24%, 19%, and 17%, respec-
tively). Explorers, sports fi gures, and persons in the military seemingly never abused 
drugs (or it was not reported in the biographical data). Goodwin (1989) found writers 
to be especially prone to alcoholism, and Noble et al. (1993) found some evidence of 
alcoholism having a genetic basis.

Here again experimental research complements observations and archival studies 
of eminent creative people. Norlander and Gustafson (1998), for example, looked at 
the different phases in the creative process and how each was infl uenced by alcohol 
consumption. They found alcohol consumption to be related to improved incubation 
(Norlander & Gustafson 1996), as well as high originality but only in the illumina-
tion phase of the creative process. Alcohol consumption seems to inhibit fl exibility 
during illumination. It was also related to poor verifi cation, which is the last phase 
of the creative process (Norlander & Gustafson 1997). Importantly, Norlander and 
Gustafson were extremely precise in the methods used to administer alcohol. They 
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Primary and Secondary Processes

Primary process cognition is “dream life experience characterized by a drifting 
unorganized succession of images that may be fused or displaced from their 
usual context, also thought with affect-laden content, especially sexual or 
aggressive” (Helson 1999, p. 361). Primary process refl ects impulse, libido, and 
uncensored thoughts and feelings.

Secondary process cognition is “purposeful, rational, and guided by con-
ventional restraints” (Helson 1999, p. 361). It is realistic, practical, reality-
oriented.

Phases in the Creative Process

Much of the research on the infl uence of alcohol relies on Wallas’ (1926) con-
ception of the creative process, which begins with preparation and then moves 
through incubation, illumination, and verifi cation phases. This model, though 
quite old, is consistent with much of the recent research on the creative process 
(Runco 2001).

used 1.0 milliliter of alcohol (100% pure alcohol, not Bud Light nor even Captain 
Morgan Rum) for each kilogram of bodyweight.

Svenssen et al. (in press) administered alcohol with two experimental groups in 
an attempt to manipulate primary and secondary process. Surprisingly, Svenssen 
et al. reported that the alcohol group seemed to use secondary process more than 
primary process. The prediction had been that alcohol would allow primary process 
but inhibits secondary process (Norlander & Gustafson 1996, 1997, 1998). The sur-
prising fi nding may explain the common misconception that alcohol frees up our 
thinking and therefore improves our creativity. Thinking while intoxicated may 
actually be more original, but it may also be unrealistic and worthless. Truly creative 
insights are both original and worthwhile. Perhaps intoxicated individuals are simply 
very poor judges of their own thinking. They may indeed have a really bizarre and 
therefore original idea, and they may like it because it is original, but they fail to see 
that even though it is original, it is worthless.

A number of factors are actually relevant. Svenssen et al. (in press) acknowledged 
several: “To sum up, primary process thinking can be associated with both high 
and low levels of arousal, low levels of frontal-lobe activation, and cognitive 
disinhibition.  .  .  .  Emotional states, such as aggression, can produce a high level of 



arousal.  .  .  .  and an inhibition of executive functioning.  .  .  .  Further, high doses of 
alcohol have been shown to produce a lower activity in the PFC (prefrontal 
cortex)  .  .  .  leading to a reduction of executive functioning.” The connection between 
alcohol and blood fl ow has been established, and if that decrease occurs in the pre-
frontal cortex, it may lead directly to problems in cognitive inhibition (Martindale 
1999). Problems with secondary process are not always found in the research on 
alcohol consumption, however. Sometimes they may be disguised by compensatory 
actions on the part of the individual (Svenssen et al., in press). This kind of compen-
sation can be seen when someone puts extra effort into concentrating on things like 
walking and talking just because they know they are drunk.

PRIMARY AND SECONDARY PROCESS

You probably have noticed that primary process cognition has been implicated 
in various studies of creativity and health, including those investigating alcohol and 
anxiety. What is primary process? How does it differ from secondary process, and 
what role does each play in creativity?

Primary process is associative and uninhibited. It is impulsive, libidinal, and free 
of censorship. Secondary process, in contrast, is realistic, practical, and reality-
oriented. Each of these might contribute to creative efforts, and in fact there is some 
evidence that creative individuals are able to shift from one to the other. Some tasks 
require more of one than the other. Think back to the idea of phases, used in the 
research on alcohol (Svenssen et al., in press). The idea was that each uses a unique 
ratio of primary and secondary process. Inspiration, for example, might be more 
primary, and process and verifi cation more secondary (Katz 1997). Arieti (1976) and 
Hoppe and Kyle (1990) both described truly creative work as a result of a magic 
synthesis. This occurs when primary and secondary processes blend and collaborate, 
the result being a creative insight. It is possible that both processes can be used in 
an alternating manner, fi rst one and then the other, but creativity is thought to 
involve both in a synthesis and simultaneous fashion.

Martindale and Dailey (1996) reported that primary process was related to word 
association remoteness, as well as judges’ ratings of the creativity of these same 
stories. It was also related to scores on a divergent thinking test (i.e., Uses) and to 
artwork and essays written to describe that artwork (Martindale et al. 1985). Less 
creative individuals seem to rely primarily on secondary process (Martindale 1999). 
They may actively suppress primary process because it is too libidinal and uncen-
sored. For this reason they may miss many creative ideas. Yet the alternative is 
probably worse. It is potentially psychopathological. Psychosis is, for instance, very 
generally defi ned in terms of the individual being out of touch with reality. They do 
not employ secondary process.

Primary process is not limited to special populations. We all have access to 
primary process. Sometimes it is elicited in research in order to study the impact 
on creative thinking. Svenssen et al. (in press), for instance, asked one group of 
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Box 4.7
Freudian Concepts Used in Studies of Creativity

There is small irony in Freud’s confession that “the nature of artistic attain-
ment is psychoanalytically inaccessible to us,” and even more pointedly, “before 
creativity, the psychoanalyst must lay down his arms” (both from Gardner 
1993, p. 24). Freud rarely wrote about creativity, though he did devote time to 
art, wit, and humor. The irony is that many of his ideas, in addition to primary 
and secondary process, are used in studies of creativity.

Freud did write about poetry and art. He concluded that sublimation was 
often a motivation for creative work. Sublimation occurs when an individual 
fi nds socially acceptable expression for unconscious needs and desires.

Catharsis may assist in the relief of psychic tension. Csikszentmihalyi 
(1988), for example, distinguished between cathartic originality, which is art-
work motivated by current discomforts, and abreactive originality, which uses 
symbolism and perhaps a rearrangement of repressed traumatic experience 
to successfully relieve tension.

Freudian theory is apparent in Kris’ (1950) hypothesis of regression in the 
service of the ego. Simplifying some, this occurs when a creator taps his or her 
instinctual and unconscious drives and uses them as a source of information. 
Because this kind of information is not directed at reality it can offer a very 
spontaneous and unique perspective. This in turn can lead an individual to 
creative insights. Of course it is a double-edged sword in that an individual 
might have easy access to such information, but at the same time that informa-
tion can elicit anxiety and disturbance (Rothenberg 1990).

Cora L. Diaz de Chumaceiro (1996) related Freud’s theory to poetry, 
which is of course an unambiguously creative domain.

Many others have tied psychoanalytic theory to the arts (e.g., Fine 1990, 
Chapter 10), and of course the same argument applies here that art is unam-
biguously creative.

Niederland (1973) applied the psychoanalytic perspective on creativity 
specifi cally to human aging. This may be one of the more timely applications 
of the psychoanalytic perspective, given the demographic trends in the United 
States and the so-called “graying of America” (e.g., Preston, 1984).

individuals to watch an action fi lm, and another group to watch a neutral fi lm. Both 
were asked to write down their own endings for the fi lms. The contents then were 
examined with a revision of the Regressive Imagery Dictionary (RID). This allowed 
Svenssen et al. to identify the primary and secondary process content in the written 
endings of the fi lms. As you might expect, the action fi lm elicited more primary 
process endings.



Dudek and Verreault (1989) examined the primary process ideation and creativ-
ity of children. They were especially interested in the transformation of primary 
material, such as that which may result from regression in the service of the ego 
(Kris 1952). Dudak and Verreault describe this process as occurring when “the 
sources, or raw material, of creative production are crude untransformed drive 
affects. The contents of these affects are coated central nervous system representa-
tions of lived and felt experiences. They emerge symbolically in the form of primary 
process ideation. This is a drive laden, pleasure oriented, analogical mode of think-
ing. It is characterized by condensation, symbolization, contradiction, and so on—
forms of thinking that have no concern for reality in order to transform primitive 
feelings into symbolic forms which are socially acceptable, the ego must call upon 
an array of mechanisms and thought forms that impose reality oriented, secondary 
processed thought” (p. 65). Dudak and Verreault found that children with high scores 
on the Torrance Test of Creative Thinking expressed more primary process ideation, 
as well as more regression. It was, however, effective regression, which is precisely 
what is described by “regression and the service of the ego.”

Methods have been devised to assess shifts between primary and secondary 
processes. They employ projective measures, such as word association tests. Wild 
(1965) used word association along with an object-sorting task and found a high 
number of shifts (primary to secondary and back) among a sample of art students.

Taft (1971) referred to much the same, although he used the term ego-
permissiveness. This occurs when an individual is capable of letting go and allowing 

Box 4.8
Regression in the Service of the Ego

One of the most cited examples of psychoanalytic thought is the theory that 
creativity involves the regression in the service of the ego (Kris 1952). There 
are two phases in this regression: one of inspiration and one of elaboration. 
The fi rst phase involves the ego turning to the unconscious for fantasy and 
creative ideas, and the second involves the ego’s modifi cation of these thoughts. 
(The inspirational phase seems to parallel the concept of incubation, and may 
be responsible for “a-ha” experiences.) Regression in the service of the ego is 
thought to have an adaptive function, but is temporary. As you may guess due 
to the unconscious nature of this process, there is little empirical support for 
regression in the service of the ego.

Noppe (1996) viewed regression in the service of the ego as a kind of 
cognitive style. He felt that creative people tap the unconscious, interrupting 
rational constraints on new ideas. Noppe also contrasted this with progression 
in the service of the ego, which can be defi ned as movement “thru irrational 
and organized set of strategies for communicating the breakthrough” 
(p. 679).
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primary process material to infl uence thought and action. Taft also described “hot 
creativity,” which involves the “preconscious rather than unconscious, since it is 
partially in contact with and accessible to the conscious activity of the ego. The 
primary processes involve the entertainment of unusual ideas, the neglect of logical 
principles, and the expression of material which is usually kept under control because 
of its association with repressed impulses, such as aggression and sex, or even 
just strong emotions” (pp. 345–346). Cold creativity, on the other hand, involves 
“secondary process thinking [which] adheres closely to conventional and familiar 
material  .  .  .  is based on the reality of the environment and marked by controlled 
logic” (p. 346). This is very helpful, especially in tying secondary processes to con-
ventions. As noted in Chapter 2, conventions play a large role in socialization and 
are antithetical to some creative thinking.

Yet another take on the role of primary and secondary process involves a gradual 
shift from one to the other. Some forms of art work may start with primary process 
but gradually employ more and more secondary process (Noy 1969). The art work 
thus may start with very personal and libidinal issues but gradually become more 
realistic and widely interpretable. This view is compatible with the ideas just pre-
sented that different phases employ different proportions of primary and secondary 
process (Katz 1997; Svenssen et al., in press).

Martindale (1999) described how primary and secondary processes may be infl u-
enced by the individual’s level of arousal. An optimal level of arousal (not unlike the 
typical wakeful state of mind we experience in our day-to-day lives) will usually 
support secondary process. Primary process is more often associated with either very 
low levels of arousal, or sometimes with very high levels. This explains why there is 
a tendency to fantasize with elevated physical activity (Ewing et al. 1982). That might 
increase arousal levels, making primary process more likely. Eysenck (1997) argued 
that stereotyped thinking (which is certainly uncreative) is associated with high 
arousal and creative thinking results from low arousal.

Certain physical conditions, such as the activity just mentioned, may determine 
arousal levels, but there are more basic and causal explanations. Martindale (1999) 
pointed to cortical activation, the idea being that the status of the nervous system 
underlies arousal levels and creative thinking. He described how low levels of cortical 
activity could facilitate creative inspiration. Note again that generalizations across 
all creative activities (and phases of the creative process) are avoided. Importantly, 
Martindale further pointed to frontal lobe activation (p. 149). This is important 
because research and theory lately has shifted such that the frontal lobes are most 
closely tied to creative work (and shifted away from an emphasis on so-called right-
brain activity).

Martindale’s (1999) theory is that the frontal lobes monitor and can suppress 
threatening or unacceptable thoughts. They are responsible for the cognitive inhibi-
tion that can fi lter out divergent, bizarre, or creative insights. Thus lower frontal 
lobe activity would be indicative of lower inhibition and higher creativity. Martindale 
used EEGs to support this hypothesis. This research and others using EEG and 
exploring arousal and cortical activation are described in Chapter 3.



Much of the research on primary process is inferential. Some of it is quite con-
vincing (e.g., Martindale 1975), but the existence of primary process must be inferred. 
It is manifested in language and action, but it is not something that can itself be 
observed. We only see its effects. Further, even if primary process is strongly related 
to originality and uninhibited thoughts, we should keep in mind that creativity 
involves more than just originality. Creative things are original and effective. This 
implies that both primary and secondary processes are useful for creativity. Creativity 
is a result of that magic synthesis, or at least of an effi cient shunting from primary 
to secondary process, and back again. This effi cient shunting may be indicative of 
the balance among processes that actually characterizes nearly every aspect of crea-
tivity (Runco 2001; Runco & Sakamoto 1996).

Cognitive Inhibition

Cognitive inhibition can be defi ned as a reduction of executive functioning 
(Svenssen et al., in press). This implies that the individual is less actively moni-
toring his or her thoughts and less likely to make decisions about the appro-
priateness of those thoughts. Whatever the label, this individual would think 
in a less constrained fashion and in a more creative manner.

Balance and Optimal Functioning for Creativity

It is remarkable how many aspects of creativity require optimization. There is 
a balance of divergent and convergent thinking, primary and secondary proc-
esses, nonconformity but conformity, conventionality but unconventionality, 
independence but collaboration, just to name a few examples.

Prentky (2000–2001) “reviewed a variety of research on cognitive aspects of 
creativity and proceeds to describe his own neurocognitive model, which hypothe-
sizes that an optimal degree of deviation from normal patterns of information process-
ing is necessary for creative work. This deviation can be either in the direction of 
expansion of awareness via extensive scanning and hyperalertness or in the direction 
of constriction of the fi eld of awareness and hyperfocus on details.” Reword that!

PSYCHOSIS AND PSYCHOTICISM

Although the most common health issue in the creativity literature probably is 
that involving the affective disorders, there is also a growing interest in relationships 
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with psychosis and schizophrenia. These disorders are explored next. First I must 
emphasize that it is unrealistic to entirely separate the various disorders. There is 
signifi cant overlap. Not too long ago they were viewed as distinct. At that time 
“schizophrenia was viewed as a ‘primitive’ disorder involving fi xation at or regression 
to early instinct- and affect-dominated modes of experience that are relatively devoid 
of the capacity for self-consciousness or of a sense of differentiation between self and 
the world” (Sass & Schuldberg 2000–2001, p. 1). Now it seems to be most accurate 
to acknowledge some overlap. This is suggested by the ideas of a schizophrenia spec-
trum (Sass & Schuldberg 2000–2001) and by the dimensional model of schizo-
affective disorders (Cox & Leon 1999). Schizophrenic tendencies (schizotypy), 
psychosis-proneness, and the so-called mood disorders (e.g., bipolar disorders) have 
each been associated with creativity. Cox and Leon (1999) described the dimensional 
model within which “psychosis encompasses a continuum that connects schizophre-
nia to depression, and which includes bipolar disorders.  .  .  .  Proneness to psychosis 
can be thought of as a set of schizotypal symptoms or personality traits. The concept 
of proneness to psychosis, therefore, is interchangeable with the concept of schizo-
typy, which represents subclinical manifestations of psychosis” (p. 26).

Once again we must also acknowledge domain differences. In his archival study, 
Ludwig (1995, p. 141) found “schizoid-like psychoses” (which includes “fl orid mania”) 
in individuals involved in theater (17%), architecture and writers of poetry (each 
13%), and writers of fi ction (11%). Sports fi gures and explorers were at the other end 
of the spectrum; in those groups schizoid-like psychoses were unheard of. These 
fi gures do not really capture the problems of Ludwig’s sample. That is because many 
of them suffered from multiple problems. Indeed, 59% of the sample who had one 
disorder actually had more than one.

Perhaps most important is the difference between manifest disorders and the 
genetic potential for them (i.e., between genotype and phenotype). Consider in this 
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F I G U R E  4.1 Creative Achievement may be most likely with 1–2 indicators, but not extreme 
schizophrenia (Kinney et al. 2000–01; Sass & Schulberg 2000–01). 



regard Kinney et al.’s (2000–2001) investigation of adoptees who had schizotypy, and 
therefore a genetic liability for schizophrenia. They had higher “overall peak creative 
accomplishment in their jobs or hobbies” than did a group of control subjects. Kinney 
et al. suggested that recurrent illusions, “magical thinking,” and unusual speech pat-
terns were the most likely to indicate schizotypy and creative potential. They con-
cluded that the “genes that confer increased liability for major psychiatric disorders 
such as schizophrenia may also have a positive side, as appears to be the case for 
bipolar disorders.  .  .  .  That is, given a favorable environment, these genes may also 
be associated with personally and socially benefi cial phenotypes, such as enhanced 
creative functioning. It is possible that—by analogy with the heterozygote advantage 
conferred on carriers of the sickle-cell gene—there may be some kind of compensa-
tory advantage for a major gene or genes for schizophrenia, which helps to maintain 
the putative gene or genes in the population, despite the low fertility of schizophren-
ics themselves.  .  .  .  Enhanced creativity may represent one type of compensatory 
advantage” (p. 23).

Interestingly, the creative advantage stemming from schizotypy seemed to be 
most obvious in avocational activities and accomplishments. This is in direct contrast 
to the creative advantage of the bipolar disorders, which is manifested in actual 
vocational accomplishment. Kinney et al. (2000–2001) explained this in terms of 
temperament, and in particular the possibility that individuals suffering from bipolar 
disorders may be “more gregarious, competitive, driven, and occupationally ambi-
tious, whereas the schizophrenia-spectrum individuals may tend to have more social 
anxiety and to be better able to realize their creative potential in less competitive, 
avocational, spheres” (p. 24).

Ludwig (1995) also reported advantages of certain disorders: “From examination 
of the various biographical materials, I found evidence that at least 16% of those 
persons who suffered from an emotional disorder showed an improvement in their 
creative activity at some point in their lives in response to emotional disturbance. 
This improvement involved greater productivity, overcoming writing blocks, the 
generation of new ideas, inspirations, or better performances” (p. 166). Ludwig 
pointed specifi cally to alcoholism and mania as having occasional advantages.

Eysenck (2003), like Kinney et al. (2000–2001), emphasized the biological basis 
of psychopathology. He explained how particular genetic potentials gave certain 
individuals a tendency toward idiosyncratic cognitive inhibition known as overinclu-
sive thought. This can lead to psychosis, but often the individual has the benefi ts of 
overinclusive thought without the psychosis. This is manifested as psychoticism. 
Psychosis is a form of psychopathology, psychoticism is not. The individual does 
have a tendency toward overinclusive thinking, but not to a degree that he or she is 
psychotic. In fact, that overinclusive tendency may facilitate creative ideation. Eysenck 
(2003, p. 109) also hypothesized that dopamine played a key role in the underlying 
neurotransmission, a prediction that is gaining support. This view is discussed in 
detail in Chapter 3.

Recent research by Peterson et al. (2003) supports this theory of psychosis. They 
specifi ed that the nervous systems of creative individuals are more open to environ-
mental stimuli than those of less creative individuals. This kind of openness would 
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provide the creative person with more information, and perhaps provide a wide range 
of options and associations. It would give them richer subjective experiences. Rich 
experience, sensitivity, and openness to experience each have been tied to creative 
thinking in personality and operant research (Epstein, in press; McCrae 1987; 
Wallace 1993). The biologically based openness to experience is also consistent with 
low levels of latent inhibition found in numerous studies of creative persons (Eysenck 
1997, 2003). Eysenck himself supported the possibility of a genetic basis with gene-
alogies that do indeed show that families of creative persons often also contain psy-
chotic relatives. Eysenck also cited experimental work with psychotic individuals in 
support of this theory. Psychotics do display quite original thinking, but it is so 
original that it is unrealistic, and therefore uncreative.

Zen, Overinclusive Thinking, and Creativity

Overinclusive thinking allows the individual to relegate cognitive structures 
and think without classifying. In this light there is an interesting parallel with 
Zen in that it recommends that individuals accept experiences as they are, 
without attempting to classify them. This surely would allow a broad associa-
tive net and divergent ideation. Langer’s (1989) demonstrations of mindfulness 
are also relevant, and she describes methods for enhancing the desired mental 
state and creativity.

Interestingly, Eisenman (1992) worked with incarcerated persons for quite some 
time and found that psychotic prisoners had lower creativity than conduct disorder 
prisoners. So much for the idea that criminals are creative, but in socially unaccept-
able ways. Still, it is interesting that many famous creative people have spent time in 
jail. Box 4.9 presents a list of examples.

Box 4.9
Crime and Creativity

A large number of famous creative persons have spent time in jail or were 
forced to relocate after being acensed of a crime. (adapted from Brower 1999).

Writers
Daniel Defoe
Brendan Behan
James Baldwin
Cervantes
Bertrand Russell

Dashiell Hammett
Benjamin Jonson
Fyodor Dostoyevsky
Marquis de Sade
Henry David Thoreau
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Box 4.9
Crime and Creativity—cont’d

Moral Innovators

Jesus Christ
Gandhi

Martin Luther King, Jr.
Rosa Parks

Painters and Musical Composers

Honoré Daumier
Gustav Courbet
Paul Gauguin

Egon Schiele
George Grosz
Michael Tippet

Scientists

Galileo
Lavoisier

Vavilov

Continues

Leon Trotsky
Emma Goldman
Gomulka
Edouard Daladier
Eamon De Valera
Garibaldi
Robert Devereux
Lech Walesa
Gramsci
Mugabe
Bukharin
Stephen Biko
Alger Hiss
Thomas Cranmer
Marco Polo
Roger Casement
Oswald Mosley
Kenyatta
Walter Raleigh

John Clelland
Françoise Voltaire
John Bunyon
Thomas More
John Donne
Ezra Pound
Maxim Gorky
Oscar Wilde
Herman Melville
Thomas Kyd
Mandelstam
Milovan Djilas
Havel
Wittgenstein
Eldridge Cleaver
Paul Verlaine
Arthur Koestler
Thomas Wyatt
Pierre Joseph Proudhon
De Quincey

Stage Performers

Lenny Bruce
Mae West

Leadbelly Robert Mitchum
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Box 4.9
Crime and Creativity—cont’d

Other

Alfred Krupp
Joan of Arc
Alfred Dreyfus

Napoleon Bonaparte
Socrates
Frank Lloyd Wright

Work Banned, Fled Homeland, Fled Country, or Ostracized

Paul Tillich
John Calvin
Victor Hugo
Oskar Kokoschka
Roman Polanski
Stopes
Richard Strauss
Cicero
Dante
Enrico Fermi
Richard Wagner
Albert Einstein

Gropius
Grosz
Hannibal
Hindemith
Melina Mercoun
Fritz Lang
Thomas Mann
Salman Rushdie
Baruch Spinoza
Herrmann Hesse
Emile Zola

Individuals Who Were Executed

Socrates
Thomas More
Jesus Christ
Stauffenberg
Lavoisier

Earl of Surrey
Thomas Cranmer
Bukharian
Roger Casement
Lady Jane Gray

Individuals Assigned to a Lunatic Asylum

van Gogh
Smart
Nietzsche
Camille Claude
Ezra Pound

Paul Gauguin
Emma Goldman
Henry David Thoreau
Mahatmas Gandhi
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Box 4.9
Crime and Creativity—cont’d

Edward Dmytryk O. Henry
Gustav Courbet Thomas More

There is some variation among the preceding examples in the sense that some 
were unambiguously creative and perhaps working in unambiguously creative 
fi elds, whereas others may have been famous for other reasons. There is a dif-
ference between fame and creativity, which is an extremely important point 
in historical analyses (see Chapter 7). Often their fame has nothing to do with 
creativity. It is also uncertain how crime and the like could be related to crea-
tivity. Perhaps they each rely on unconventional tendencies. Original ideas 
may result from unconventional tendencies, and laws are conventions and 
might thus be questioned or ignored.

Depressed Creative People Win Prizes

Prizes often are given to serious works. Does that mean that only serious works 
are creative? Comedy is not creative? More likely, it is a cultural bias, the 
assumption being that playfulness and humor are not serious, not important 
(Adams 1974). This might explain why prizes often are awarded to individuals 
who have bipolar disorders or other indications of psychopathology. The rate 
of depression, for example, in creative samples may refl ect the fact that awards 
are given only to serious works more than the actual incidence of mood disor-
der in creative people.

Recall here the possibility that hidden variables are involved in creative proc-
esses. That applies to the relationship of crime and creativity and to psychosis. 
Psychopathology might appear to be related to creativity but only because both 
depend on overinclusive thinking. Box 4.10 discusses another possible hidden varia-
ble, namely self-rumination.

Support for the association between psychoticism and creativity was presented 
by Merten (1995) and Eysenck’s own measure of psychoticism is often associated with 
divergent thinking test scores. Several studies also have failed to support the relation-
ship (reviewed by Reuters et al. 2005), perhaps because of different sampling and 
levels of ability represented in the participants.
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ADHD AND CREATIVITY

Attention Defi cit Hyperactive Disorder (ADHD) is defi ned in terms of 
im pulsivity, inattention, and perhaps hyperactivity. Recently the intersection of 
ADHD and creativity has been explored. Healy (2005), for example, argued that 
there are two types of creative children, namely those who display characteristics 
that are a part of ADHD and those who do not. Healy proposed that it is the 
creative children with ADHD who are less socially accepted in the classroom and 
elsewhere. She also felt that they would have lower self-esteem than creative children 
who do not have ADHD tendencies. Finally, she felt that part of the reason for 
an overlap would be that the two populations have similar executive function-
ing defi cits.

Cramond (1994) also reported an overlap between ADHD and creative potential. 
She administered the TTCT to a group of ADHD children and found that nearly 
one-third had scores that were high enough to qualify for creativity programs in the 
schools. Cramond then administered the TTCT to creative children and found that 
26 percent had ADHD tendencies.

Shaw and Brown (1991) examined 32 children, half of which had ADHD tenden-
cies according to teachers’ ratings. They found the ADHD children had higher 
fi gural creativity test scores than did the control group. Importantly, all children in 
the research had a relatively high IQ score of 115 or higher.

In the most extensive study yet on ADHD and creativity, Healy (2005) began 
by testing 67 children between the ages of 10 and 12 years. Approximately half were 
diagnosed with ADHD and the others were not. Diagnoses of ADHD were provided 
by licensed psychologists or psychiatrists using the DSM-IV. Healy administered the 
TTCT to all children, as well as a classic test of insight, namely the Two String 
problem. Importantly, the two groups did not differ signifi cantly in their IQs. There 

Box 4.10
Why We Sing the Blues

Verhaeghen et al. (2005) suggested that self-rumination underlies both depres-
sion and creative talent. Their data, from college students, confi rmed that 
self-rumination was associated with past and present depressive tendencies. It 
was also related to creative interests and the fl uency, originality, and elabora-
tion scores form a test of divergent thinking. Importantly, the direct relation-
ship between creative interest and depressive tendencies was not signifi cant. 
This of course suggests that self-rumination explains observed covariation of 
depression and creativity.
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was a difference (the mean of the ADHD children being 110 and the mean of the 
control group being 116) but these were not statistically signifi cant. Analyses indi-
cated that the two groups did not differ in terms of the total score from the TTCT 
nor in terms of success on the Two String problem. When specifi c scores from the 
TTCT were examined, only one of fi ve indices showed a signifi cant difference: 
control subjects had higher scores than ADHD children on the elaboration index. 
The groups did not differ in terms of fl uency, originality, abstractness of titles, nor 
resistance to premature closure. Healy suggested that these results support the idea 
that ADHD children may not be any more creative than children without ADHD 
tendencies.

In a second study, Healy (2005, Chapter 3) examined 89 children between 
the ages of 10 and 12, 29 of whom had ADHD tendencies but no manifest 
creative talents. Twelve had manifest creative talents as well as ADHD symptomol-
ogy, 18 with manifest creative talents and no ADHD symptomology, and 30 control 
participants. Healy expanded her assessment by including reaction time and cogni-
tive measures of working memory and inhibition control. Perhaps most important 
was that 40 percent of the children with manifest creativity “displayed clinically 
elevated levels of ADHD symptomology, but none had full criteria for ADHD” 
(2005, p. 40). Healy also reported that creativity and ADHD were related to defi cits 
in a reaction time and the speed at which individuals could name objects. Healy also 
concluded that 40 percent of the creative children “displayed signifi cant levels of 
ADHD symptomology that were within a clinical range on standardized scales 
of ADHD” (p. 60). Healy felt these fi ndings supported the idea that some creative 
children may have ADHD tendencies and some creative children may lack 
ADHD symptoms. Healy pointed to “signifi cantly more diffi culty fi ltering out 
possibly irrelevant information” as one reason why there might be a connection 
between ADHD and creativity. This may not sound like an effi cient mode of thought, 
but creativity may benefi t from a wide range of options and a broad associative 
horizon.

PHYSICAL IMPAIRMENTS

John Lennon, Helen Keller, George Patton, Norman Rockefeller, J. Seward 
Johnson, Woodrow Wilson, and perhaps even Albert Einstein each suffered from 
dyslexia (Ludwig 1995, p. 233). Many others had speech problems, visual problems, 
or were otherwise physically challenged. Dyslexia actually represents the least fre-
quent category in Ludwig’s (1995) extensive analysis of handicaps (also see Cravats 
1990). Physical impairments could motivate certain individuals, and some may try 
to compensate using creative work. Then again, Ludwig’s sample was chosen for their 
eminence, and although many were architects, composers, and writers, others worked 
in areas that were not necessarily creative.
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ADAPTABILITY AND MALADAPTATIONS

One way of viewing the complicated relationships that exist between creativity 
and psychopathology used a continuum of adaptive and maladaptive expressions of 
creative potential. From this perspective, psychopathology is a maladaptive result of 
genes and experience. Genetic potentials and experiences that lead to creative accom-
plishment are, on the other hand, adaptive.

There are a large number of reports of creativity providing an individual with 
the capacity to adapt and cope. As a matter of fact, Cohen (1989) suggested that 
adaptability is the life-long indicator of creative potential. In other words, she believed 
that you can see some form of adaptability in all ages, and at every age this capacity 
is indicative of the potential for creative work. She referred to it as a continuum of 
adaptive behaviors. Smith and Van der Meer (1997) referred to creativity as “a high 
level defense, or if one prefers not to stretch the concept too far, a coping strategy” 
(p. 25). They also referred to the benefi ts of “emotionally distancing oneself from an 
unalterably bad situation” (p. 607). Recall here that regression in the service of the 
ego (Dudek & Verreault 1989; Kris 1952) is an effective form of regression. It is 
adaptive.

Adaptations are apparent at all ages. Lindauer (1991) described how art can 
compensate for sensory, physical, and emotional disadvantages that may arise as the 
artist ages. Interestingly, he found evidence that aging artists often alter their artistic 
style as a “result of personal confl icts in late life” (p. 219). He contrasted Wordsworth 
and Shakespeare, for the former was “unable to shift from the spontaneousness of 
his youth  .  .  .  to philosophical and contemplative reactions more appropriate to later 
life.  .  .  .  Shakespeare, on the other hand, met aging’s new requirements by shifting 
from works of history and comedy to tragedy (p. 219). This might be called adapta-
tion or accommodation.

Adaptations are also useful during youth. Albert and Elliot (1973) described how 
“preadolescent creative children are less likely to use repressive defense in recogniz-
ing a personal confl ict, and, along with this, appear to have greater cognitive facility 
with and access to cognitive resources at different levels of consciousness than less 
creative people” (p. 177).

Reynold (2003) found creativity to be a resource for textile artists who were 
suffering from serious illness. He concluded that “the experience of biographical 
disruption, stemming from the crisis of illness, dissatisfaction with unproductive 
time, and a growing need for self-fulfi llment, appeared to create a search for a mean-
ingful occupation” (p. 393). The textile art gave them the opportunity to fi nd 
meaning.

Pine and Holt (1960) reported that creative college students (males) had more 
effective control and more adaptive regression. They differed signifi cantly from 
noncreative normals in primary process functioning. Very similar results were 
reported by Cohen (1961): Twenty art students (nominated as creative by their pro-
fessors) had more adaptive regression and higher creativity than randomly selected 
art students (also see Dudek & Cote 1994).



The Adaptable Mind in Design

Meneely and Portillo (2005) found a kind of adaptability within design styles. 
In particular, they discovered that adaptability in design refl ected a “fl exibility 
within styles.” Signifi cantly, design is one of those unambiguously creative 
domains. Their investigation showed a signifi cant correlation between meas-
ures of creative personality and that fl exibility within styles. There is no one 
creative style in design, then, but instead creative design students were able to 
move from one style of thought to another. Adaptability is frequently defi ned 
in this fashion—as a kind of fl exibility.
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The logic connecting creativity and adaptability hinges on the concept of fl exi-
bility. A huge amount of empirical work shows that creative people are fl exible 
(Guilford 1968; Runco 1991b) as does another body of research that shows that adapt-
ability refl ects fl exibility. As Runco (in press c) put it, “a fl exible individual  .  .  .  will 
have alternatives and choices when solving problems, and therefore solutions are 
likely and frustration and distress are unlikely. Infl exible individuals, on the other 
hand, follow routines, make assumptions, and have diffi culty when problems lead to 
fi xedness (i.e., a perspective of the problem that precludes a solution, but that is dif-
fi cult to circumvent). Recall here Carlsson’s (2002) recent suggestion that creativity 
provides a fl exible use of strategies for dealing with anxiety.

Culture, Creativity, and Adaptability

The concept of adaptability seems to vary across cultures. Consider the Asian 
concept wa, which refers to something like “balance.” In particular, an individual is 
said to have, or be in, wa when they are comfortable with their environment. Logically, 
there are two ways to maintain this kind of balance: avoid confl ict and traumas, or 
control one’s thinking such that, when confl icts are encountered, they don’t disturb 
oneself. This second option implies a kind of adaptability. It may also help a great 
deal if you are creative and fl exible. Suppose, for example, you have a plan for your 
day’s activities. Suppose there are certain priorities in that plan; but something 
happens (e.g., fl at tire, check does not clear, someone lets you down, it rains  .  .  .) that 
keeps you from sticking with and fulfi lling your plans. If you are infl exible, you may 
be disappointed or angry. But if you are fl exible, you may see alternative routes and 
options, and you may get done what you wanted to get done, or you may at least be 
productive and not feel like you have wasted your day.

Many things are out of our control. The trick is to know which things can be 
controlled and which cannot. The Serenity Prayer captures this idea extremely well.
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Serenity Prayer

Grant me the serenity to accept the things I cannot change, the courage to 
change the things I can, and the wisdom to know the difference. (The Serenity 
Prayer is generally thought to have been written by Reinhold Niebuhr.)

Asians are sometimes quite explicit about the need to adapt and maintain one’s 
balance, or wa. Although there is a premium put on harmony in many Asian countries 
(Kwang 2001), wa does not necessarily require conforming adaptations, bending, or 
giving in. Adaptations may be creative instead. Harmony is not necessarily a matter 
of conformity; it can be found in a creative fashion.

This emphasis on wa and adaptability may explain why Bruce Lee and many 
other Asians prefer the metaphor of water to describe a creative life. Water fl ows and 
adjusts to obstacles; it changes as is required. Yet it is remarkably strong. It can wear 
down rocks and push heavy objects.

Creativity and adaptability are often highly related, but distinct. They are far 
from synonymous. Creative skills can greatly assist an individual, which is one of the 
advantages of creativity and one of the reasons why creative individuals may some-
times maintain psychological health. They have problems but adapt to them. It may 
even be that some creative skills develop as the individual adapts. In Cradles of Eminence, 
Goertzel and Goertzel (1962) reported that many creative persons had troubling and 
diffi cult childhoods. They adapted to the troubles, however, and the resulting skills 
served them well later in life. Runco (1994a) reviewed the large literature on creativity 
as it results from trauma, tension, and discomfort. He emphasized that practical 
implications should only very carefully be drawn from that research. Under no cir-
cumstances should the adaptability that may result from diffi cult circumstances justify 
imposing trauma on others! That would be unethical and unjustifi ed. After all, that 
which does not kill you might make you stronger—or it may wear you out.

Creativity and adaptability may go hand in hand some of the time, but they also 
differ dramatically other times. This may be clearest in situations where it is most 
adaptable to conform, in which case the individual is not being creative. The separa-
tion of creativity and adaptability is also supported by the occasional maladaptive 
behaviors of creative individuals (e.g., criminality and incarceration). As Valliant and 
Valliant (1990) put it, “creativity is most surely a form of play, a means of having fun 
and not just a means of resolving confl ict” (p. 615). In other words, creativity is 
sometimes related to adaptability, but is sometimes independent of it and related to 
play and spontaneous self-expression.

Creativity also has been conceived as an adaptive process on a culture level 
(Lumsden & Findlay 1988; Mumford & Mobley 1989). Adaptability is also discussed 
in Chapters 3 and 7. It has been used to describe the cognitive bases for creativity 
and as a developmental force (Cohen 1989). It is, then, one of the most powerful 
concepts in the creativity literature.



ENCOURAGING CREATIVITY

Flaherty (2005, p. 151) noted the two sides (good and bad) to depression. Her 
conclusion: “Although creative subjects paradoxically more often have a history of 
depression than the average, their creative work is not done during their depressions, 
but in rebound periods of increased energy between depressions (Flaherty 2005; 
Jamison 1989). When depression is treated, frontal lobe function normalizes 
on functional imaging (Goldapple et al. 2004). Creative block usually improves as 
normal levels of motivation return with the caveat that side effects such as mood fl at-
tening or agitation from antidepressants can be counterproductive. Stimulants can 
help depression, as well as creativity.  .  .  .  Nonpharmacologic treatments of depression 
such as exercise and phototherapy may help creativity and productivity even in blocked 
subjects with no signs of depression (Steinberg et al. 1997)” (Flaherty 2005, p. 151).

There are several ethical issues that must be considered when considering treat-
ment. For example, should an artist be treated for an affective disorder, if he or she 
depends on creative output? This might be an easy decision if severe depression is 
involved, given the relationship between depression and creativity. Perhaps at lower 
levels of disturbance Zoloft should be avoided, but at severe levels it should be seri-
ously considered.

The benefi ts to alcohol are easy to misunderstand. It is quite possible that alcohol 
interferes with judgment, and when drunk an individual may conclude that he or she 
is having a huge number of good ideas. The ideas may not be so hot, however—it 
could just be the poor judgment. For some, alcohol is a means of escape (from anxiety 
or depression) rather than a means of fi nding inspiration (Rothenberg 1990).

There seems to be a consensus about the value of self-expression. Recall here 
the ideas of Eysenck, Pennebaker, and Maslow; each felt that self-expression would 
lead to sound health. Self-expression is, for example, a large part of self-actualization, 
and Pennebaker et al. (1997) found that disclosure actually improved the effi ciency 
of the immune system. Surely these reports indicate that self-expression should be 
encouraged, and many forms of self-expression are quite creative.

Humor may also help. It is strongly correlated with creativity (O’Quin & Derks 
1997) and has also been connected to positive health (Cousins 1990). As O’Quin and 
Derks (1997) put it, “using humor to cope with adversity should be a very creative 
way to live” (p. 25). There are data that do not support the impact of humor. 
Friedman et al. (1995) reported that longevity was unrelated to humor, and Rotton 
(1992) found that comedians do not live a long time.

SELF-ACTUALIZATION AND THE COURAGE TO CREATE

Never regret a genuine show of feelings. —Archie Goodwin, in Bloodied Ivy, p. 41

Creativity may be encouraged (and blocks to creativity removed) through actual 
therapy. This may be clearest in the case of Maslow’s (1971) humanistic therapy. It 
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may help the individual develop and strengthen “the courage to create” (Rogers 
1995). Courage may be necessary because creative things are often unconventional 
and misunderstood. Many people will shy away from them for that reason. Humanistic 
therapy is intended to convince the individual that they are unique and worthwhile, 
even if unconventional. For Rogers, “The mainspring of creativity appears to be the 
same tendency which we discover so clearly as the creative force in psychotherapy—
man’s tendency to actualize himself, to become his potentialities  .  .  .  the individual 
creates primarily because it is satisfying  .  .  .  because this behavior is felt to be self-
actualization” (Carl Rogers 1995, pp. 351–352).

Both Rogers (1995) and Maslow (1971) explicitly tied creativity to self-
actualization. Maslow suggested that creativity may be inextricable from psychologi-
cal health. Rogers wrote that, “the concept of creativeness and the concept of the 
healthy, self-actualizing, fully human person seem to be coming closer and closer 
together, and may perhaps turn out to be the same thing” (1995, p. 57). Maslow (1968) 
also claimed that “SA [self-actualized] creativeness is ‘emitted,’ or radiated, and hits 
all of life, regardless of problems, just as a cheerful person ‘emits’ cheerfulness 
without purpose or design or even consciousness” (p. 145).

Several empirical efforts support the connection of self-actualization and 
creativity (Runco et al. 1991).

May saw creativity as constructive and not compensatory. He defi ned creativity 
as “the process of bringing something new into being” (1975, p. 37). In explaining 
the courage to be creative, May emphasized intensity, absorption, engagement, 
passion, and commitment. Furthermore, May was very clear that creativity is a sign 
of psychological health. He wrote that creativity is “the expression of the normal 
people in the act of actualizing themselves” (1975, p. 38). Maslow described self-
actualized individuals as having an accurate understanding of themselves and their 
world. They are spontaneous, independent, and creative.

Maslow’s (1971) theory includes a hierarchy of needs, with humans having physi-
ological and safety requirements at the lowest level; psycho-emotional (e.g., esteem) 
requirements at the next level; and at the highest level, a need for self-actualization. 
Put simply, this is the need to fulfi ll one’s potential—to understand and accept one’s 
self. Any progress toward self-actualization should also benefi t the expression of 
creative potentials. Chapter 2 discussed a variety of other techniques for the enhance-
ment of creativity.

CONCLUSION

The relationship between health and creativity has been debated for literally 
hundreds of years. Often the debate is one-sided: It is easy to see how creativity may 
be related to “madness” and psychopathology. Aristotle noted the melancholy of 
poets, as have many philosophers and scientists since his era.



The relationship between creativity and health is, however, surprisingly compli-
cated. Creative potential is sometimes tied to indicators of health, but sometimes 
also, in other samples, tied to indicators of ill health. Ludwig demonstrated that the 
relationship varies from domain to domain, which complicates things further.

Creativity is related to depression and the affective disorders, schizophrenia, 
criminality, suicide, stress, and short life-span. As for health, creativity has been 
related to self actualization (Maslow 1970), which is the epitome of psychological 
health. Creativity also is associated with coping and adaptability. Very impressively, 
but somewhat less directly, self-expression during activities—such as free writing—is 
associated with approved immune functioning. There are self-reports and anecdotal 
suggestions that creative efforts are associated with a decrease in the frequency of 
illness, but the impressive work comes from blood tests of the effi ciency of the 
immune system (Pennebaker et al. 1999).

Lately evidence has been accumulating for a bidirectional relationship, for 
example, and in actuality this might be expanded beyond two variables. Health status 
can certainly infl uence creative work. Creative work can also infl uence health, which 
is why more and more recognition is given to bidirectionality. The third possibility 
is that both health and creativity refl ect some third variable. In this light, creativity 
and health might not infl uence one another in any direct fashion but instead may be 
correlated only because they are both related to self-expressive tendencies, sensitivity, 
or perhaps a cognitive or associative tendency. At this point we simply do not know 
if creativity is the cause, or health is the cause, but we do know that both psychologi-
cal and physical health is related to creativity.

There is controversy in this area. Some debate the role of consciousness and the 
unconscious. The classic Freudian view acknowledges an interplay of conscious and 
preconscious material—usually it is confl ict. A very different view of creativity and 
the psyche was presented by Kubie (1958) in his fascinating work, The Neurotic 
Distortion of the Creative Process. Like Freud, Kubie felt creativity involved the inter-
play of unconscious, preconscious, and conscious systems. However, unlike Freud, 
creativity and mental disturbance were in opposition to one another. The optimal 
condition for creativity was therefore a minimum amount of confl ict, coupled with 
the ability to access the preconscious voluntarily. Flexibility is, for Kubie, a measure 
of health and creativity.

Kubie (1958) also questioned the cultural stereotype of a creative person as a 
healthy and adaptable one. This stereotype may not be as common now as it was 
when he prepared his argument; these days creative individuals often are viewed as 
more eccentric than typical and healthy, and many of the common disturbances, 
especially the effective bipolar disorders, are widely recognized. Kubie focused on 
neurosis rather than the effective or mood disorders. Kubie’s concern, echoed by 
Kavaler-Adler, is that creative individuals will not fi nd happiness or fulfi ll their 
potential if they believe that by merely doing creative or artistic work, reparation 
will occur. Incidentally, Kavaler-Adler’s analysis was applied only to Charlotte 
Bronte, Emily Bronte, Emily Dickinson, and Edith Sitwell.
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This chapter opened with the controversial notion of the “mad genius.” Not only 
are there indications that creativity has benefi ts for health, but there are a number 
of possible fl aws and biases in the research on the psychological problems associated 
with “madness.” Perhaps this area receives so much study because it is newsworthy 
and surprising. The good news is that this area of study continues to receive a great 
deal of attention. It is a rich area of research, and a rich source for ideas about our 
health and well-being.
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Social, Attributional, and 
Organizational Perspectives

It doesn’t mean that much to me, to mean that much to you. —Neil Young, Harvest

They knew he had never been on TV, so they passed his good music by  .  .  .  He was playin’ real 
good, for free. —Joni Mitchell, Miles of Isles

No matter what you think, you can always get somebody else to go along with you.
 —Hammett, The Thin Man, 1933–1992, p. 7

No man is an island. —John Donne

The things you think are useless, I can’t understand. —Steely Dan

Advanced Organizer
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Attributional Theory
Collaboration
Competition
Organizational Theories
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Teams
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Marginality
Brainstorming and Social Judgment
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INTRODUCTION

Social infl uences on creativity have received a huge amount of attention in the 
scholarly research, especially of late. This is because social processes and structures 
represent such dramatic infl uences on creativity. Very likely, no creative potentials 
would be fulfi lled without social support of some kind. Moreover, creative efforts 
often would go unrecognized without social attributions and recognition. Some 
creative people work for that recognition. Many are infl uenced along the way by 
competition and other social situations. Industries and organizations attempting to 
stay competitive, diversify, and innovate look to situational infl uences in order to 
insure that the creativity of their employees is supported.

For those reasons the second part of this chapter examines the organization, 
teams, and the like. Yet “social infl uence” is a broad concept and covers more than 
organizational issues. Many infl uences on development and growth, for example, 
including those presented by parents and teachers, refl ect social processes. In that 
light this chapter presents one perspective of social processes, with complementary 
perspectives given in the chapters covering the developmental, cultural, and histori-
cal perspectives.

The various social perspectives are quite practical. Indeed, the developmental, 
educational, and social/organizational research demonstrates very well that creativity 
is a practical concern and not just an academic topic of study. This practicality will 
be particularly obvious in the discussion of organizational theories, for these tie 
innovation and productivity to different aspects of the creative process. Late in this 
chapter additional practical implications are explored. Some may operate on the most 
general level, namely within society at large. The effects are apparent in indicators 
of aggregate creativity.

The social perspective has spawned various focused theories, including the 
attributional theory of creativity (Kasof 1995), a theory of the creative class (Florida 
2004), and the communitarian theory (Seitz 2003). Each is described after we address 
the general question, how do social factors infl uence creativity? The discussion then 
shifts to questions about organizations and pinpoints how teams, brainstorming, and 
other organizational arrangements can infl uence both creativity and innovation. At 
the end of this chapter we step back further, to a macro-social level and examine 
society at large. It may be that cities in the United States, and even countries around 
the world, differ in their creative talents. Why is that, and what determines it? In 
the conclusion to this chapter we address the question, can anything be done to direct 
social infl uences toward the fulfi llment of creative potential?

SOCIAL INFLUENCES ON ENVIRONMENTS AND SETTINGS

On the most general level the social perspective on creativity posits that social 
factors can support, undermine, or neither support nor undermine each others’ 
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creativity. Most of the time there is some infl uence; the third option (neither support 
nor undermine) is rare.

Seitz (2003) described a wide a range of social infl uences:

The individual is seen as situated within a social matrix and it is the infl uence of the ladder that 
shapes citizen’s unique preferences, personal choices, and individual creative pursuits. Creativity 
is not posited to be merely the result of intra individual factors  .  .  .  but the consequence of the 
confl uence of cultural domains at social and political institutions that directly and indirectly 
infl uence the development of individual creative expression. Under this view, liberal democracies, 
predicated on individual choice, fail to uncouple individuals from the view points of existing 
ideologies and practices in a similar manner to the way the cultural marketplace of ideas fails to 
unite individuals to communal practice.  .  .  .  Human creative identity is thus shaped by “recogni-
tion, misrecognition, or its absence” in recognition from others.  .  .  .  That is to say, creativity is 
distributed. For instance, in terms of formal educational institutions, it resides not exclusively in 
the individual student but is dispersed among ones classmates, the teacher and pair of professionals 
that oversee the classroom, the cultural prosthetics that augment creative and intellectual 
growth  .  .  .  and the larger school and community.

Social infl uences are both interpersonal and environmental. This is not an easy 
distinction to maintain, however, given that many environments depend on people. 
Teachers and managers, for example, create environments that are sometimes sup-
portive of creativity. They can themselves model and reinforce creativity, in which 
case we might isolate interpersonal infl uence, but teachers and managers may also 
support creativity indirectly by demonstrating that creativity is a valuable thing. 
Teachers might accomplish this by displaying the work of famous creators on the 
walls of the classroom, managers with incentives. They may also provide (or with-
hold) the resources that support creative efforts. Resources are very important for 
creative efforts, as we shall see throughout this chapter.

Consider a classroom, home, or organization that provides unconditional posi-
tive regard (Rogers 1995). This should give individual (children or employees) a sense 
of psychological safety, and allow them to express themselves in spontaneous and 
creative ways. Some feel that it will lead naturally to creative self-expression. 
Harrington et al. (1983) found it to be very useful in the home, and Bennis et al. 
(2000) described something very similar within organizations. It might be more dif-
fi cult in organizations than in the home, or in schools or a clinical setting for that 
matter. Managers may need to direct their employees more than a parent or teacher 
directs a child, more than a clinician directs a patient. Parents, teachers, and coun-
selors may be more concerned about growth and development than productivity. 
They can afford to act as moderators rather than managers or directors.

There is a small debate about unconditional positive regard and settings that 
provide it. Operant theory, for example, suggests that individuals receiving uncon-
ditional positive regard are being reinforced for just about anything. They need not 
grow or create; it doesn’t matter; whatever happens they will receive unconditional 
positive regard. It is, in this light, a kind of reinforcement that is not contingent on 
any appropriate behaviors. Then there is the view that some sort of tension is neces-
sary for creative efforts. Many case studies support this idea (reviewed by Runco 
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1994d), as does Ryhammar and Smith’s (1999) study of organizational climates and 
a recent meta-analysis of organizational infl uences on creativity (Hunter et al., in 
press). This debate may be resolved if person-environment interactions are recog-
nized. That concept will be discussed in detail later in this chapter. First a key premise 
of the social perspective must be explored, the premise of social judgments.

SOCIAL JUDGMENT

The social perspective on creativity suggests that interpersonal judgments are 
involved in all creative work. This assumption can be seen in many defi nitions of 
creative products and accomplishments (which require recognition of some sort), in 
systems theories of creativity (Csikszentmihalyi 1990), and even in measurement 
methods (e.g., the consensual assessment technique; Amabile 1990). Weisberg (1986) 
conveyed this idea as follows: “It is a mistake to look for genius either in the indi-
vidual or in an individual’s work. Rather, genius is a characteristic that society 
bestows upon an individual in response to his or her work” (Weisberg 1986, p. 88). 
Simonton (1990) suggested much the same and proposed that creativity implies per-
suasion in that creative people change the way that others think. Consider also the 
systems theory of Csikszentmihalyi (1990), which describes creativity as something 
that begins with the individual, who has an idea or product that infl uences the fi eld 
(a group of appropriate judges), and eventually changes a domain (e.g., art, music, 
science).

Social judgment is all-important in Kasof’s (1995) attributional theory of creativ-
ity. As you might guess, from this perspective creativity is not inherent in any idea 
or product but is instead attributed by some social group. Kasof went so far as to 
suggest that, if the theory holds up, individuals interested in earning a reputation as 
creative should develop impression management skills. These can then be used to 
positively manipulate the attributions given by some social group.

This social psychological view is entirely consistent with the sociological per-
spective of talent. There “the concept of a ‘great philosopher’ is a social construction, 
refl ecting the needs of intellectual networks fi xated on a competition for attention 
more than on the intrinsic quality of ideas or on a disinterested search for truth” 
(McLaughlin 2000, p. 171). Along the same lines, there is for sociologists a clear need 
to view creativity as “a product of networks, not individuals [which]  .  .  .  cannot be 
understood outside an analysis of the efforts of thinkers to gain attention, fame, and 
infl uence in the constant struggle for eminence that creates innovation within intel-
lectual life” (McLaughlin 2000, p. 172). In this view, creative ideas are embedded in 
networks and organizations, some of which are intergenerational (Collins 2000).

The sociological perspective even explains fame and eminence. This is implied 
be the law of small numbers (Collins 1998). It “ensures that there is only a limited 
attention span available at any historical moment for unique schools of thought or 
intellectual contributions. Intellectuals then struggle to create ‘coalitions in the 
mind’ as they recombine old positions, attack orthodoxies, place themselves in noble 



genealogies, position themselves as loyal followers of more established scholars and 
traditions, or branch out on their own to try to build disciples and a unique theoreti-
cal position. Few succeed in this brutal competition for attention, as the law of small 
numbers makes almost all of even the most energetic and accomplished thinkers 
forgotten intellectuals, at least in the long run. Sociological networks are central to 
this process” (McLauglin 2000, p. 173). Most dramatic, however, is the claim that 
“the content of new ideas fl ash into the minds of intellectuals in their creative 
moments,” determined not by individual genius but by historical dynamics, organi-
zational realities and the “fl ux of interaction ritual chains” (McLaughlin 2000, 
p. 173). Perhaps the social psychology of creativity will help sociologists with their 
desire to “see through the personalities” (McLaughlin 2000, p. 174) of creative indi-
viduals in order to identify the important social infl uences.

CONCERNS WITH SOCIAL AND ATTRIBUTIONAL PERSPECTIVES

The very essence of the creative is its novelty, and hence we have no standard by which to 
judge it. —Rogers 1995, p. 351

Assumptions about social judgments raise quite a few questions. First, as Murray 
(1959) put it long ago, “who is to judge the judges, and who is to judge the judges of 
the judges?” Second, and along the same lines, experts often have unique perspec-
tives, and they are sometimes quite infl exible in their thinking (Rubenson & Runco 
1995). Their judgments may very well disagree with one another! So again, who do 
you trust? Third, there are a huge number of famous cases of misjudgment. These 
indicate that either judgments are biased and sometimes simply incorrect, or that 
something can be uncreative, then creative, and then uncreative again. It all depends 
on who you ask. That does not do much credit to social judgments.

Box 7.12 in Chapter 7 lists some of the more notable misjudgments. It includes 
the Beatles, Rudyard Kipling, William Faulkner, Picasso, the Wright brothers, Lewis 
Carroll, Rembrandt, Leonardo da Vinci, and many others.

The suggestion about impression management is especially disturbing. It may 
lead to displaced investments (Runco 1995c). These occur when someone devotes their 
time and energy to impression management, or for that matter to any other activity 
that is not really involved with the creative work at hand. If someone is taking pho-
tographs for publicity, for example, that is time away from writing the novel or song 
or painting the landscape. Additionally, creativity is often intrinsically motivated, 
and sometimes it needs to be just that. If the individual is thinking about impressions 
or reputation, he or she may very well be distracted. Attention will not be focused 
on the topic at hand and original insights are therefore unlikely. Gruber (1988) 
described the necessary process as a kind of thing as immersion. He even saw it in 
children; there he referred to the binges that refl ect intrinsic motivation and focus. 
These may be necessary for the person to develop the knowledge base and deep 
understanding of nuances within a domain that are required for detailed work. It 
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would be diffi cult to be immersed in the information or problem if you are thinking 
about how other people might react to you or your work.

There are much better ways to invest one’s time than in impression management. 
Rubenson and Runco (1992a, 1995) actually listed the kinds of active investments in 
creative potential that might have reasonable payoffs (especially in contrast to what 
might be a displaced investment in impression management skills). These included 
the study of creativity (read this book!), or perhaps the study of a particular creative 
area, such as art, or computer science, or design. It can even help to study creative 
individuals. These are remote models. Inspiration might be found by attending con-
certs or visiting museums. Spending time with creative people is also benefi cial. 
Such investments in creative potential are analogous to fi nancial investments. Talent 
may accumulate with such investments, and there may be appreciation as well—and 
hopefully a payoff in terms of success, enjoyment, and satisfaction. There are even 
benefi ts to one’s health (see Chapter 4).

Displaced Investments

In “While I waltz off on a book tour,” the novelist Alice Hoffman described 
how a writer might be touring or writing. Each takes time; time invested in 
one is time away from the other. This is how she concluded as she left for a 
visit to a bookstore during her tour: “As I look out the window of the limo, I 
think about how it is true not only that my characters do not exist without me, 
but also that I do not exist without them. Without them, I am simply a woman 
in a hotel room. With them, I am a writer, one in a desperate hurry to get 
home to whoever’s waiting.” (Hoffman 1994)

It is true that some creative efforts are improved when the individual considers 
the audience. This may be especially true of performing creators, but it may also be 
true of anyone who works best under that kind of pressure. It is also true that many 
creators are interested primarily in the social impact of their end products. One of 
Gardner’s (1993) conclusions about famous creators was, in fact, that they sometimes 
tend toward self-promotion. Still, it seems most reasonable for creative people to 
leave most impression management to an agent and devote themselves to developing 
their talent for original and creative work.

As a matter of fact, impressions are diffi cult to predict, and therefore diffi cult to 
manipulate. How often have performing artists focused their efforts on an audience 
only to receive bad reviews? And how often have creators seemingly ignored or even 
insulted the public, all the while being praised for their work? This last case is clearly 
exemplifi ed by the numerous contrarians throughout history. Chapter 7 lists a few 
examples of contrarianism, including Walt Disney and Bob Dylan. Contrarians may 
not care too much about reputation or popularity. Grammy award winner Bob Dylan 
may be of this nature.



Dylan has often said that he never set out to change pop songwriting or society, but it’s clear he 
was fi lled with the high purpose of living up to the ideals he saw in [Woody] Guthrie’s work. 
Unlike rock stars before him, his chief goal wasn’t just making the charts. “I always admired true 
artists who were dedicated, so I learned from them,” Dylan says, rocking slowly in the hotel room 
chair. “Popular culture usually comes to an end very quickly. It gets thrown into the grave.” 
(Hilburn 2004)

Noel Coward apparently focused on amusing others and did not give a hoot 
about enduring work. An interview he gave in 1931 was recently quoted in the Los 
Angeles Times: “As far as I am concerned, posterity isn’t of any frightful signifi cance; 
I think if it were I’d become self-conscious and wouldn’t be able to work at all. I could 
no more sit down and say ‘Now I’ll write an Immortal Drama’ than I could fl y, and 
anyway I don’t want to. I have no great or beautiful thoughts. More than anything 
else I hate this pretentious, highbrow approach to things dramatic. The primary and 
dominant function of the theater is to amuse people, not to reform or edify them” 
(Herman 1993, p. F17).

BIAS IN SOCIAL JUDGMENT

In addition to being diffi cult to predict, social judgments are often just plain 
biased. Some of this can be explained in terms of Zeitgeist, and in the United States 
as of late, in terms of a kind of Romanticism (Sass & Schuldberg 2000–2001). These 
have led to a view that creativity is often indicative of insanity and the “mad genius” 
(see Chapter 4). Creative talent is often now only expected of “weirdos” and 
eccentrics.

One kind of bias results from the fact that creators and those doing the judging 
(e.g., an audience) always hold different perspectives. This leads to the fundamental 
attribution error, which occurs when one person is doing something, and someone 
else is observing. The latter not surprisingly is called “an observer,” but the former 
is assumed to be involved in some act or action and is thus called (less intuitively) 
the “actor.” In general, an actor’s attention is directed to the act, whereas an observ-
er’s attention will tend to be on the actor him- or herself. This makes perfect sense, 
for even the eyes are directed in different places, and it is unlikely that an actor will 
be watching him- or herself. Attentional resources are limited, so they will be con-
centrating on the setting. So when asked to explain the action, the actor considers 
what he or she saw—namely, the immediate environment, the setting, the context. 
The observer, on the other hand, tends to explain the very same action in terms of 
the actor’s ability or personality. This is a fairly predictable bias, which applies to 
many situations where the creative person is misjudged or overlooked.

COLLABORATION AND CREATIVITY

Evidence for social infl uences on creative efforts can be found in the various 
investigations of collaboration. This may take the form of what Chadwick and de 
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Courtivron (1993) called “intimate partnership.” They identifi ed 13 famous creators, 
each of whom was greatly infl uenced by a signifi cant other. Roden, for example, was 
infl uenced by Camille Claudel. André Malraux was infl uenced by Clara Malraux. 
Virginia Woolf was infl uenced by Vita Sackville-West. Max Ernst was infl uenced by 
Leonora Carrington. Henry Miller was infl uenced by Anaïs Nin. Dashiell Hammett, 
author of The Big Sleep and various other murder mysteries, was infl uenced by Lillian 
Hellmann. Perhaps best known in this volume is the relationship between Frida 
Kahlo and Diego Rivera. Note the various domains sampled here, including sculp-
ture, painting, and writing.

John-Steiner (1997) also examined the role of collaboration in creativity. She 
examined a number of famous collaborations, including Albert Einstein and Neils 
Bohr, Martha Graham and Erick Hawkins, Marie and Pierre Curie, Georgia O’Keeffe 
and Alfred Stieglitz, Jean-Paul Sartre and Simone de Beauvoir, Pablo Picasso and 
Georges Braque, Igor Stravinsky and George Balanchine, Anaïs Nin and Henry 
Miller, Ariel and Will Durant, Sylvia Plath and Ted Hughes, Margaret Mead and 
M. C. Bateson, and Aaron Copeland and Leonard Bernstein. Note that there is 
competition as well as collaboration implied there. One of the most interesting and 
important examples of collaboration involves that of the Wright brothers. Consider 
their work strategy, which involved arguing. They would often argue, but apparently 
it was intended to test ideas and not because they were in fact angry. That is sug-
gested by the fact that they would yell and scream about what they believed, Orville 
arguing for one thing, Wilbur for another, and then, very quickly, they would change 
sides and continue arguing. Wilbur would now yell and scream in favor of the other 
point of view, which Orville supported just moments before, but Orville now was 
yelling and screaming in favor of the view that Wilbur held just moments before. 
They created quite a scene.

Stillinger (1991) took the extreme view of social infl uence. He mentioned friends, 
spouses, ghostwriters, agents, editors, translators, publishers, censors, transcribers, 
printers, and a combination of these as infl uencing individuals. According to Stillinger, 
no literary work is entirely individual. His idea of multiple authorship is based on 
analysis of social infl uences on William Wordsworth, Samuel Taylor Coleridge, Lord 
Byron, Mary Shelley, John Keats, John Stuart Mill, Charles Dickens, Thomas Hardy, 
Oscar Wilde, George Bernard Shaw, Joseph Conrad, James Joyce, David Lodge, 
Samuel Beckett, George Orwell, D.H. Lawrence, Washington Irving, Nathaniel 
Hawthorne, Herman Melville, Mark Twain, Henry Adams, Sherwood Anderson, 
Upton Sinclair, Pearl S. Buck, T.S. Eliot, Eugene O’Neill, e.e. cummings, F. Scott 
Fitzgerald, William Faulkner, Ernest Hemingway, Thomas Wolfe, Nathaniel West, 
Irving Stone, James Michener, Robert Lowell, Kurt Vonnegut Jr., Joseph Heller, 
Truman Capote, Malcolm X, John Updike, Sylvia Plath, Stephen King, and 
others.

Some collaboration was less than mutual—and occasionally not acknowledged 
(e.g., Coleridge). It is instead what Stillinger (1991) called creative plagiarism.



COMPETITION AND CREATIVITY

Not everyone prefers collaboration. Some prefer to work alone, and some work 
independently but are driven by competition.

The relationship between creativity and competition is not a simple and direct 
one. As was the case with collaboration, sometimes competition stimulates creativity, 
and sometimes it does not. James Watson, who shared a Nobel Prize for his work on 
the structure of DNA, apparently was quite competitive (Watson 1968). Collaboration 
and competition are both apparent in James Watson’s story of his Nobel Prize 
winning research on the structure of genetic material, The Double Helix. He and his 
collaborator, Francis Crick, monitored carefully the work of Linus Pauling, who was 
also working on DNA. The Beatles were also competitive, at least some of the time. 
This was not so much competition between Lennon and McCartney as between the 
Beatles and other top performing bands (Clydesdale 2006). Torrance (1965) and 
Raina (1968) also reported improved creativity with rewards and competition.

Competitive situations can be either informative or controlling (Shalley & 
Oldham 1997). It is much like motivation in this sense, for extrinsic factors can also 
be informative or controlling. The differences are quite important for creativity 
because the former may not inhibit creative efforts the way the latter seems to do 
just that. Only certain extrinsic factors may hinder creative effort. Shalley and 
Oldham’s empirical results were only partly supportive of their hypotheses about the 
two kinds of competition.

Very importantly, competition, like so many social and environmental infl uences 
on creative work, infl uences individuals only after they are interpreted by the indi-
vidual. In other words, there are signifi cant individual differences and what may 
be stimulating for some individuals is inhibitory for others. This is the key idea of 
person-environment interactions.

PERSON-ENVIRONMENT INTERACTIONS

Very possibly, one of the most important lessons to be learned from the social 
perspective on creativity is that different social infl uences and settings have different 
impacts on different people. The impact of any social or organization factor can only 
really be understood by taking the individual into account. There is, in other words, 
always an important person-environment interaction. This applies to collaboration, 
competition, and almost defi nitely all social infl uences on creative work. This explains 
how certain factors, even the unconditional positive regard described earlier, can 
stimulate the creative efforts of some people and some organizations, but how some 
individuals may freeze when the very same factor is present.

Without a doubt, many individuals are frozen by tension of any sort, or at least 
inhibited by it. Just as beauty is in the eyes of the beholder, so too is the interpreta-
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Box 5.1
Competition for Some but Not Others

The idiosyncratic effects of competition are apparent in biographies of Brian 
Wilson of the Beach Boys. He was both depressed and intimidated by the 
competition (Clydesdale 2006).

The Beatles, on the other hand, may have benefi ted from competition. As 
Clydesdale (2006, p. 17) put it, “their dream was to be bigger than Elvis.” 
Apparently the Beatles also watched the record charts and compared their 
ranking in sales with the Beach Boys and other contemporary groups.

Braque and Picasso had an interesting blend of competition and collabora-
tion, not unlike that of John Lennon and Paul McCartney. Gardner described 
it as “good natured as well as cooperation” (quoted by Clydesdale, 2006, p. 19). 
Spurling (1998, p. 405) referred to this same competition as “a rivalry that 
proved one of the richest and most productive in Western art.”

tion of confl ict and tension. This is a very important point because without it we 
may have very unfortunate recommendations for enhancing creativity. Someone 
might inappropriately create tension to stimulate creativity, assuming that it works 
for everyone, but they would very likely be inhibiting the creativity of the more 
sensitive individuals. To make matters worse, there is some indication that creative 
people as a group are especially sensitive to social factors. After conducting a meta-
analysis of organizational factors Hunter et al. (in press, p. 3) concluded that “creative 
people, people evidencing the individual attributes related to creative achievement, 
appear especially reactive to climate variables.” This makes perfect sense, given 
personality research showing that one characteristic shared by many (but not all) 
creative people is that they are in some ways sensitive (Greenacre 1957; Wallace 
1993).

The key factor is perception: individuals perceive environmental and situational 
variables idiosyncratically. Perception is a top-down process; it is not entirely depend-
ent on objective information but instead is based on expectation and interpretation 
(Carson et al. 2000; Millward & Freeman 2002; Nicol & Long 1996). The objective 
environment is therefore not all-important for creativity, or just about anything else. 
This might even apply to the permissive environments (Wallach & Kogan 1965), 
which are generally conducive to creative efforts, as was the case for the environment 
that provides unconditional positive regard (Rogers 1995). Those would be best for 
the creative efforts of many people, whereas others may prefer some drama, confl ict, 
or challenge.

Some of the clearest evidence for individual interpretations of experience can be 
found in the research on stress. What really matters is how the individual interprets 



a situation. This makes sense because that is how we react to any event: Each of us 
reacts in a different way. One individual can experience stress given a particular 
experience, whereas the same experience is actually enjoyable to other individuals. 
This is why many people studying stress do not believe that there is any such thing 
as a stressor. A stressor would be something in the environment that always elicits 
stress, which is not true. Stress depends on an individual’s interpretation. Newer 
measures of stress assess perceived stress rather than stressors. So, too, do newer 
measures of social infl uences focus on perceptions. Examples of these measures are 
discussed later.

It is likely that the impact of social and situational factors will also vary from 
time to time, as well as from person to person. Low and Abrahamson (1977) sug-
gested exactly this after fi nding that entrepreneurs are motivated in different ways 
as they move through the innovation process. They are likely to be motivated by 
technical innovation early in the process, or perhaps social goals. As they move 
through the process, however, they are motivated by action and progress, and perhaps 
even the risk involved. Eventually, their motivation becomes fi nancial as they near 
the end of the process.

These claimed person-environment interactions apply to both social and physi-
cal features of environments (Stokols et al. 2002). Fortunately the top-down nature 
of these effects can be taken into account when assessing a specifi c setting or organi-
zation. Amabile et al. (1989), for instance, assessed expected (rather than actual 
objective) evaluation as a potential inhibition on creative work. Employees may all 
experience the same evaluations from the same supervisor or manager, but the effects 
will vary with each individual’s interpretation. This is of course only one important 
organizational infl uence on creative efforts.

ORGANIZATIONAL THEORIES

Social infl uences are a major concern within organizations that target innovation 
and creativity. Consider this description of creativity in organizations:

In Western culture creativity has been described as one of the essential resources in the develop-
ment and renewal of society. Along these lines, many experts consider it to be one of the most 
important characteristics that the CEO of a corporation can possess. A fi rm’s success often 
depends on the creative vision of its leadership.  .  .  .  Furthermore, 70% of the cost of a product is 
determined by its design.  .  .  .  Therefore, creative designs can lead to substantial cost savings for 
manufacturers. As a result, creativity training for employees has become widespread (Clapham 
1997; Thackray 1995). According to the 1995 US Industry Report, corporations have budgeted 
billions of U.S. dollars for developing creativity in employees (Hequet 1995). (Zha et al., 
in press)

Ryhammar and Smith (1999) identifi ed the following as critical organizational 
infl uences on creativity: organizational structure, culture, climate, resources, work-
load pressure, and leadership style. Ryhammar and Smith wisely recognized the 
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relevance of the individual personality and the likelihood of person-environment 
interactions. Their data suggested that the most relevant personality characteristic 
was openness. That parallels the openness to experience trait reviewed in Chapter 
9, but for Ryhammar and Smith, it also refl ects a kind of tolerance for diversity.

ORGANIZATIONAL CLIMATE

One way to operationalize the social supports and inhibitions within a business 
is in terms of an organizational climate. Isaksen et al. (2000–2001) offered the fol-
lowing: “Climate is defi ned as the recurring patterns of behavior, attitudes, and 
feelings that characterize life in the organization. At the individual level of analysis, 
the concept is called psychological climate. At this level, the concept of climate refers 
to the individual perceptions of the patterns of behavior. When aggregated, the 
concept is called organizational climate” (p. 172).

Ekvall and Ryhammar (1999) defi ned organizational climate in terms of the 
interplay of institutional policies, goals, strategies, tasks, workload, resources, tech-
nology, and of course, staff. They suggested that creative outcomes are the most 
likely if the organizational climate does the following:

(1) Challenges individuals with tasks, goals, and institutional operations. Work must 
be meaningful. “The development and survival of the organization is important” 
to employees.

(2) Employees must have opportunities and initiative. This may be apparent in how 
communication within and outside the organization and in the methods available 
obtain information. Communication rules are important.

(3) There must be support for new ideas. They are encouraged and rewarded.
(4) Employees must be trusted and feel that trust. This will support their initiative. 

Risk is minimal because employees know they are trusted and in turn trust the 
organization (e.g., leaders, managers).

(5) There is a permissive environment with frequent discussion and debate but no 
actual animosity.

(6) Risk taking is supported. Experiments and the accompanying risks are tolerated. 
Risk is viewed as a part of the creative process.

The third item in this list is especially intriguing. It says something about 
organizational values. These values do need to be verbally or formally expressed to 
employees, but that can be communicated and reinforced in many ways. Basadur 
(1994) offered an interesting example of how creativity is valued in organizations in 
Japan: There, new ideas for improvement were encouraged with prizes and ever-
ready suggestion boxes. Good ideas actually were called “Golden eggs.”

Ekvall and Ryhammar (1999) described a measure of organization climate that 
covers 10 areas: (1) support for ideas, (2) challenge, (3) time for ideas, (4) freedom, 
(5) trust and openness, (6) dynamism/liveliness, (7) risk taking, (8) playfulness and 



humor, (9) debates, and (10) confl icts and impediments. Given the importance of 
innovation and creativity for organizations, and therefore the importance of good 
objective research on the same, it will come as no surprise that there are a number 
of similar measures.

Measuring the Climate for Creativity and Innovation

Mathisen and Einarsen (2004) presented a careful review of several of the 
measures available for assessing organizational support for innovation and 
creativity. These measures were the Creative Climate Questionnaire, KEYS: 
Assessing the Climate for Creativity, the Team Climate Inventory, Situational 
Outlook Questionnaire, and the Siegel Scale of Support for Innovation (also see Witt 
& Boerkrem (1989)).

Amabile (1990) presented a slightly different model of creative organizational 
climates. This specifi es eight climate dimensions: organizational encouragement, 
encouragement by supervisors, freedom within the organization, pressure and work-
load, resources, organizational hurtles and impediments, challenging work and 
assignments, and support for work groups.

There is some indication that the various models and dimensions within are 
predictive of important organizational outcomes. The outcomes in the research 
usually include some combination of the following: (1) return on organizational 
investment; (2) entrepreneurship; (3) innovation and innovation adoption; (4) publica-
tions; (5) expert judgment, usually of innovations or products; and (6) supervisory or 
even self-ratings by the employees and participants (Hunter et al., in press).

To really understand how organizational factors infl uence team work, job satis-
faction, innovation, and creativity, it is important to consider moderators. A moderator 
is a kind of variable that determines how strongly a particular dimension will infl u-
ence organizational and individual behavior. Project demands and the type of innova-
tion are examples of moderators; the need for various organizational supports will 
vary depending upon each of these. Various individual factors may also moderate the 
impact of climate, including an individual’s satisfaction with his or her work, the 
individual’s perception, and perhaps even the individual’s mood.

When teamwork is involved, team factors also moderate the impact of organi-
zational climate. Team factors include the size of a team, the cohesion and personality 
of its members, its tenure (i.e., how long it has been together), and its heterogeneity 
or homogeneity (Katz 1982; Rubenson & Runco 1995). Teams can be diffi cult 
to form because there are so many infl uences. There are also different potential 
outcomes. Kurtzberg (2005) demonstrated that diversity within teams may contrib-
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ute positively to the ideation and problem-solving effi cacy of a team, but at the same 
time lowers satisfaction.

Optimal Teams

Groups might be composed such that creative solutions are likely. Simply put, 
optimal groups should be fairly heterogeneous and not too large. This is because 
individuals who have made large investments in their own fi eld of expertise have 
large knowledge bases, which they can bring to the group in a very useful fashion, 
but they also have a tendency toward infl exibility. This infl exibility has been recog-
nized in the psychological literature (Chown 1961), and may be a natural part of 
aging, but it also can be explained in terms of the huge investments made by anyone 
with expertise. Whenever there is a large investment, even in one’s skills and knowl-
edge base, there is something to protect and a great deal at stake. Suppose someone 
invests 30 years in a particular line of thought, but then an alternative perspective 
is made available. This alternative would devalue the individual’s expertise much like 
depreciation can occur with real world assets. An individual will resist such deprecia-
tion and devaluation to the extent of cognitively rejecting alternatives and alternative 
perspectives. This actually has a benefi t, however, at least in groups for this kind of 
resistance may stimulate a healthy discussion within a group. Indeed, it would be 
wise in a brainstorming group to have two or perhaps three individuals with a great 
deal of expertise. They would bring large knowledge bases, but would also be very 
likely to debate subtleties of the problem at hand.

The group should be heterogeneous, however, meaning that it should also contain 
two or three novices. They are the most likely to be open-minded and fl exible, since 
they have little to lose. A new idea may attract or intrigue them. The novices would 
benefi t from the knowledge bases and the debating but would be open to new possi-
bilities and syntheses. Two novices might be best because group size is very impor-
tant. This follows from the likelihood that, in a group, the costs are high, at least in 
the sense that every idea is shared with other people. Consider what happens when 
an individual is working alone: He or she is not taking a risk by thinking about or 
even recording bizarre and unconventional ideas. Original ideas are, in fact, likely 
to be unconventional, and perhaps even a little bit strange. But these are diffi cult to 
share with other individuals for precisely the reason that they are unconventional. 
Thus there is a general tendency for larger groups to inhibit creative thinking more 
than smaller groups or what are sometimes called nominal groups. This is a bit of a 
misnomer because a nominal group is the smallest possible case—someone working 
alone. Importantly, teams with long tenure may become more homogeneous (Katz 
1982).

Brainstorming in Teams and Organizations

Teams often use brainstorming. Brainstorming is based on three guidelines: 
Team members should (1) avoid judgment, (2) focus on the quantity of ideas and not 



Box 5.2
Artists in Organizations

Different organizations have different climates. They also have different 
objectives and missions. Runco (1995a) investigated an unambiguously creative 
organization, namely one involved in the commercial arts. The employees 
were, then, commercial artists. One of the measures just cited (developed by 
Witt & Boerkrem 1989) was administered to the artists, along with measures 
of personality and job satisfaction. Easily the most signifi cant fi nding was that 
individuals in the organization with the lowest level of job satisfaction were 
the most creative. Creative potential was estimated with psychological tests 
rather than their artwork, but there is a logic to the fi nding. It makes sense 
that artists may prefer individualized work and autonomy, and therefore are 
dissatisfi ed with the social climate of an organization.

their quality—produce as many ideas as possible, and (3) try fi nding ideas via piggy-
backing or hitchhiking. This means working in a team and using other people’s ideas 
as a springboard for one’s own thinking.

The fi rst of these is sometimes worded “postpone judgment,” which is different 
from avoiding judgment. If it is postponed, you can return to it later. And that is 
very likely necessary. At some point ideas and solutions do need to be evaluated. 
Otherwise they may be of very low quality. Both divergent thinking and convergent 
thinking are necessary for truly creative thought (Basadur 1994; Runco 1999d). 
Postponed judgment may be useful at fi rst, for divergence, but at some point con-
vergence and judgment are necessary. This is actually where problems often arise 
when brainstorming. It is so diffi cult to truly postpone judgment. Team members 
can read each other and infer reactions and judgments, even if they do not explicitly 
criticize.

That is one reason brainstorming is typically ineffective. Admittedly, if the 
intent is to strengthen cooperation among a group of individuals (teambuilding), 
brainstorming might be useful. If, on the other hand, if there is a real need for origi-
nal solutions and ideas, a great deal of research suggests that brainstorming is not 
the best method. The problems with brainstorming are varied. Some can be dealt 
with by the careful composition of teams. These problems and team composition 
options are discussed next.

There is a large amount of research demonstrating that group problem solving 
is not as effective as individuals working alone, at least when creativity is desired (for 
reviews, see Paulus & Nijstad 2003, or Rickards & deCock, in press). Groups can 
contribute to collaboration and cooperation and perhaps team building and organiza-
tions, just as teamwork might benefi t school children in the sense that they will learn 
to cooperate and consider other perspectives. But in a real world setting where actual 
creative solutions are needed, groups are not as likely as individuals to succeed. In 
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addition to the increased risk in groups there is also the possibility of social loafi ng, 
where individuals do not put as much effort into a job when they are sharing respon-
sibilities, and a productivity loss, where individuals simply do not contribute as much 
individually as they would if they were working alone or in a dyad (Diehl & Stroebe 
1987, 1991).

The inhibition of creative thinking in groups may be greater than it fi rst appears. 
This is because what is inhibited is not only one creative idea, but any time one crea-
tive idea is ignored or dismissed because of the social pressures, it is actually an 
associative chain of possibilities that is lost. The individual does not even begin to 
pursue a line of thought if the initial idea is risky and dismissed. The assumption 
here is that creative thought is associative, but of course there is a great deal of evi-
dence supporting the value of remote associates (Mednick 1962; Runco 1985).

Psychic Costs

Brainstorming may not lead to the best ideas. There is a tendency toward pro-
ductivity loss, for example, and another toward social loafi ng. Part of the problem 
is that, when in a group, there are potential psychic costs to being original. 
After all, original ideas are always unusual, and therefore the person thinking 
in an original fashion is unusual. They may be respected for it, but instead are 
sometimes labeled eccentric, diffi cult, unconventional, weird, or “a few bubbles 
off plumb.”

Runco (2003b) suggested that these kinds of psychic costs can help us understand 
why there is a fourth-grade slump in creativity. Many children are highly creative 
before the fourth grade, but then seem to lose some of their creative potential. This 
may be a refl ection of our biological wiring, with the preadolescent becoming more 
sensitive to conventions and therefore less likely to behave in an unconventional 
fashion. It may also be educational because by the fourth grade, individuals have 
had quite a bit of pressure placed on them to follow the rules in school and to learn 
what teachers deem to be important. Part of it may also involve the child’s peers, 
because at that age children like to fi t in and peer pressure is extremely intense, but 
a creative child may feel the stress of being unusual. Runco, Lubart, and Getz (in 
press) summarized the impact of costs this way: “There are also costs to creative 
work. These include pecu niary costs (time and resources expended during work), 
and psychic costs such as emotional wear and tear of overcoming the obstacles often 
encountered in creative work. The initial negative reaction which often accompanies 
creative work may affect one’s self confi dence or task motivation. Psychic costs may 
furthermore include social isolation for one’s deviant ideas. Peers, whose work is 
devalued by the appearance of the new creative ideas, may seek to punish or ostracize 
the person who upsets the apple cart.”



Virtual Teams

The idea of psychic costs implies that there may be a benefi t to working in virtual 
teams, or that electronic brainstorming might be more effective than face-to-face 
brainstorming. These might provide some degree of anonymity, and thereby lower 
the potential costs to original ideas. Sosik et al. (1998) found exactly this—anony-
mous groups had higher originality scores and were more fl exible than control groups 
without anonymity.

Nemiro (2002) defi ned virtual teams as “groups of geographically dispersed 
organizational members who carry out the majority of their activities through infor-
mation technology” (p. 69). In a qualitative study she inferred the presence of four 
stages in their work: idea generation, development, fi nalization/closure, and evalua-
tion. These are extremely close to other models of the creative process (e.g., Runco 
1994b; Wallas 1926), though for obvious reasons Nemiro emphasized the role and 
impact of communication among virtual team members. Apparently communication 
varied within each of the four stages.

LEADERS AND LEADERSHIP

Leaders are important in many ways. Isaksen et al. (2000–2001) described it this 
way: “Acts of leadership occur whenever strategic problems are solved, decisions are 
made, or information exchanges result in actions. Leadership behavior is very visible 
to individuals in the organization, especially during times of change. Leaders may 
be senior managers, supervisors, and others who hold formal positions of infl uence 
or those who demonstrate an informal infl uence on others. Leadership behavior has 
a major infl uence on the perceptions people have about the climate for creativity and 
change” (p. 173). Leaders also control resources and defi ne the roles of the organiza-
tion, team, or group (Redmond et al. 1993).

Different leadership styles may signifi cantly infl uence creative work. With this 
in mind, Jung (2000–2001) compared transformational and transactional leadership 
styles within brainstorming groups. One of the so-called groups was the nominal 
group, each of which contained only one person. He found that these nominal groups 
outperformed the brainstorming groups and that, when in groups, transforma -
tional leadership was signifi cantly more effective than transactional leadership. 
Transformational leaders “actively encourage followers to take innovative and crea-
tive approaches rather than conventional and traditional ones” (Jung 2000–2001, 
p. 186). Transactional leadership, in contrast, “tends to be based on an exchange 
process whereby followers are rewarded for accomplishing specifi ed goals” (p. 187).

Sosik et al. (1998) also found a benefi t to transformational leadership. They felt 
that this may result from the tendency of transformational leaders to “use intellectual 
stimulation, promote consideration of different viewpoints, and inspire collective 
action to promote group creativity” (Sosik 1998, p. 112).
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ORGANIZATIONAL ATTITUDE

Another signifi cant potential moderator refl ects the attitudes of employees 
within an organization (Runco & Basadur 1993). Basadur (1994) identifi ed two very 
relevant attitudes, one refl ecting openness to new ideas, and a second scale related 
to a tendency toward premature closure. Basadur and Hausdorf (1996) identifi ed 
three additional organizational attitudes, which they labeled “valuing new ideas,” 
“creative individual stereotypes,” and “too busy for new ideas.”

Attitudes probably should be given a great deal of attention in any social setting, 
including organizations, because they do infl uence actual behavior (Basadur 1994; 
Basadur et al. 2000) and because they are quite easy to change. Attitudes by defi ni-
tion are short-term, temporary states of mind. They are not like traits, for example, 
which are thought to be quite stable.

Meta-Analysis of Organizational Factors

As noted elsewhere in this volume, one of the most powerful methods for exam-
ining the impact of any infl uence on creative effort is that of meta-analysis. Hunter 
et al. (in press) conducted such a meta-analysis using results from 42 previously 
published studies. The results suggested a 14-dimension model of organizational 
climate, as presented in Table 5.1. Importantly, each of these should probably be 
prefaced with “perception of  .  .  .  .” This would acknowledge the subjective top-down 

T A B L E  5.1 Dimensions in and Defi nitions from Hunter et al.’s Meta-Analysis of 
Climate Factors

Dimension Defi nition

 1. Positive Peer Group Peers and teammates are perceived to be stimulating trustworthy. 
  Good communication.
 2. Supervisor Supervisor allows autonomy and supports original ideas.
 3. Resources Resources are available and organization is willing to allocate them.
 4. Challenge Assignments are challenging but not overwhelming.
 5. Mission Clarity Expectations and goals include creative work.
 6. Autonomy Individuals are given autonomy.
 7. Cohesion Little confl ict and a sense of working together as a unit.
 8. Intellectual Stimulation Ideas are encouraged and discussed in a useful fashion.
 9. Top Management Creativity is encouraged by top management.
10. Rewards Creativity is appropriately rewarded.
11. Flexibility & Risk-Taking The ambiguity and uncertainty of creative work is tolerated.
12. Product Emphasis Results of the work are expected to be original and of high quality.
13. Participation Supervisors and employees work together. Communication is honest 
  and open.
14. Organizational Integration Internal (teams) and external (outsourcing) resources are well 
  coordinated.



perceptions of the climate, which are much more important than any objective index 
of the climate.

Results of the meta-analysis also indicated that the most important factors may 
be those refl ecting positive interpersonal exchanges, intellectual stimulation, and 
challenge. Recognition and resources were not very important, at least in the 
meta-analysis. The signifi cance of moderators was suggested by the fact that indi-
vidual perceptions were strongly related to the various criteria of organizational 
creativity.

The same meta-analysis supported the earlier ideas about costs infl uencing 
organizational climate and teamwork. In particular, Hunter et al. (in press) found 
that capital intensity mitigated the impact of climate on creative performance. They 
defi ne capital intensity in terms of prior investments and concluded that these “may 
limit the feasibility of pursuing new ideas and thus restrict  .  .  .  the affect of a creative 
climate” (p. 27). Psychoeconomic theory predicts precisely this: When you have a 
huge investment, you may be less open to new ideas. This applies on both the organi-
zational and individual level.

Hunter et al. (in press) found that conditions of high turbulence and high com-
petitive pressure and high production pressure to be associated with a climate that 
in turn could stimulate creativity. The impact of competition and pressure was not 
uniform, however; it varied across dimensions of creativity. Firms and individuals 
are apparently likely to be less productive, and thereby conserve resources, but also 
more selective. They will therefore be expected to produce higher quality, and 
perhaps more original and creative products, when experiencing pressure, even 
though they produce fewer products overall.

Finally, this meta-analysis indicated that the impact of organizational climate 
was similar in individualistic and collectivist cultures. The relationships between 
climate and creativity were, on the other hand, stronger in nonindustrialized than 
industrialized countries. These results are impressive in that they refl ect a meta-
analysis; yet the number of relevant studies used in the comparison of culture and 
industrialization were small. Hunter et al., however, were not studying the cultures 
directly but instead analyzing previous studies of culture. As you might expect, these 
results about culture were based on much less data than those summarized in Table 
5.1. Still, they are consistent with much of the cross-cultural research summarized 
in Chapter 8. Basadur et al. (2001) also examined the impact of culture on organiza-
tional climate and attitudes.

COMMUNITARIANISM AND CREATIVITY

This last fi nding from the meta-analysis was presented last because it is a good 
reminder that organizations are embedded within cultures. They share the values of 
the culture that houses them. They cannot be understood without also taking culture 
and historical and political conditions into account. Of course the same thing can 
be said about all creativity.

 C O M M U N I T A R I A N I S M  A N D  C R E A T I V I T Y  171



172 5  �  S O C I A L ,  A T T R I B U T I O N A L ,  A N D  O R G A N I Z A T I O N A L  P E R S P E C T I V E S

This is the premise of communitarianism, which Seitz (2003) described in this 
fashion:

Historical, political, and social infl uences greatly constrict creative activity and creative self-
expression in the arts, sciences, and entrepreneurship. Moreover, the differential distribution of 
power and resources among individuals and groups in society, as well as the impact of the norm 
of self-interest in Western capitalist cultures, deeply constrain creative self-expression. This 
includes political and religious censorship, corporate control and infl uence, copyright restrictions, 
as well as cultural and economic constraints. Communitarianism—the school of political thought 
that holds that individual self-expression is best nurtured within communities of association—
proposes that creative activity emerges from a shared sense of community whose lingua franca is 
social capital, not merely human capital. Any creative product, therefore, emerges from a unique 
coincidence of individual intellective abilities; the social and cultural organization of a scientifi c, 
artistic, or entrepreneurial domain; the structure and complexity of the fi eld of legitimization; 
and the distribution of power and resources within a group, community, or society.

AGGREGATE CREATIVITY AND SOCIETY AT LARGE

This in turn is a reminder that something should be said at this point about the 
most general social infl uence on creative talent, namely society at large. That would 
explain why Florida (2004) has found differences among countries and cities, at least 
in terms of the proportion each has of a creative class. Table 5.2 summarizes the fi rst 
of these, and Table 5.3 the second. (The U.S. was ranked 11th)

T A B L E  5.3 Ranked Cities within the United States with 
High Proportions of the Creative Class

Austin, TX Portland, OR
San Francisco Minneapolis
Seattle Washington-Baltimore
Boston Sacramento
Raleigh-Durham Denver

At the bottom of the list is Detroit, Norfolk, Cleveland, Milwaukee, 
Grand Rapids, Memphis, Jacksonville, Greensborough, New Orleans, 
Buffalo, and Louisville.

T A B L E  5.2 Ranked Countries with High Proportions of the 
Creative Class

Ireland Estonia
Belgium United Kingdom
Australia Canada
Netherlands Finland
New Zealand Iceland



The creative class is the segment of a population that is involved in creative work. 
Florida (2004) defi ned a class as “a cluster of people who have common interests and 
tend to think, feel, and behave similarly, but these similarities are fundamentally 
determined by economic function—by the kind of work they do for a living” (p. 8). 
The creative class includes artists, musicians, designers, engineers, scientists, and 
others who produce knowledge and ideas. This class of people, of course, is critical 
in today’s society. It has replaced farmers, manufacturers, service workers, and even 
the knowledge worker at the top of the list of valuable groups.

Florida’s (2004) explanation for differences among countries and cities involves 
three Ts: technology, talent, and tolerance. The last of these is entirely social; it is 
tolerance by a society (or group of citizens, in the case of a specifi c city) for diversity. 
Tolerance also has been emphasized by Richards (1997) and Runco in their discus-
sions of educational infl uences on creativity in the schools. There, too, creative 
individuals may be a bit different and require tolerance. It is one of those things that 
is inherent in creative people. They are original, which means that they are different, 
and this can cause problems in many social situations. That is especially true when 
the creative person suggests a change, as they often do. Along the same lines, Dacey 
and Lennon et al. (1998) noted that, “increased tolerance provides more opportuni-
ties for creative output, because an appreciation of diversity allows a greater number 
of creative products to be produced and accepted” (p. 251).

HUMAN CAPITAL AND THE CREATIVE CLASS

Long ago Guilford (1950) argued that creativity is a natural resource. Forty years 
later Rubenson and Runco (1992b, 1995) described it as a form of human capital. They 
put it this way:

Our theory is based on the concept of creative potential as an element in the human capital of 
individuals, and leads to an economic model of the markets for creative activity.  .  .  .  Applying the 
economic theory of human capital, this model postulates the existence of a creative potential for 
each individual as the product of some initial endowments (based on both genotype and environ-
ment) and on investments the individual may make in learning creative modes of thinking. The 
model describes the process by which individuals decide the quantity and form of such invest-
ments, and shows how this decision depends on a number of extrinsic and intrinsic factors. The 
investment by individuals in their creative potential is in many important ways analogous to 
investment in formal education, and as such is based on considerations of the costs of the invest-
ment (including psychic and time costs) and the expected benefi ts of increased creative potential 
to that individual. Interestingly, distinctions between creative potential and formal education lead 
the model to predict some signifi cant differences in the extent to which individuals will invest in 
these two forms of human capital.  .  .  .  Human capital refers to the specifi c skills and knowledge 
which also enter into the productive process. As such, human capital as a general category can 
include many different specifi c attributes. The discussion of human capital typically focuses on 
formal education and job skills, but creative potential should also be considered one component 
of an individual’s human capital.

They go on to describe how supply and demand both infl uence investments in 
creative talents. What is most relevant to the idea of social infl uences is their idea 
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about the market for creativity and the impact of demand. Both lead to investments, 
specifi cally in creative potential and increases in the supply of creative people.

Along the same lines, Florida (2004) described how

.  .  .  human creativity is the ultimate economic resource. The ability to come up with new ideas 
and better ways of doing things is ultimately what raises productivity and thus living standards. 
The great transition from the agricultural to the industrial age was of course based on natural 
resources and physical labor power, and ultimately gave rise to giant factory complexes.  .  .  .  The 
transformation now in progress is potentially bigger and more powerful.  .  .  .  The current one is 
based fundamentally on human intelligence, knowledge, and creativity. (p. xiii)

Florida (2004) found that fewer than 10% of the American population was 
involved in one of these areas in 1990, but today the United States has approximately 
20 percent in these groups. Ireland has over 30 percent. The United States leads the 
world in gross economic production of the creative class with an estimated $1.7 tril-
lion, which is equal to or in excess of the other two major divisions of workers (service 
and manufacturing).

Obviously, the creative class depends very much upon other groups and individ-
uals, especially the groups Florida (2004) labeled as belonging in the service sector. 
Indeed, he seemed to think that much of what we should be doing to fulfi ll creative 
potential is to allow individuals who are currently not in the creative class to use 
their creativity. Just to mention a few examples, Florida describes how offi ce cleaners, 
delivery people, and many others in the service economy, or sector of our population, 
represent the “infrastructure of the creative age” (p. xv). Florida also mentions areas 
that are creative but not necessarily in the sense of idea and knowledge production. 
He refers to construction, landscaping, and work in the hair salon or spa as creative. 
And as was the case with his suggestions about the service economy, he believes that 
we need to further reward and appreciate the creativity of these groups.

These ideas have numerous practical implications. As you might expect, Rubenson 
and Runco (1992b, 1995) described how the costs for being creative (e.g., stigma) 

Box 5.3
The Bohemian Index

Theories of social infl uence suggest that the costs of being creative need to 
be decreased (Rubenson & Runco 1992b, 1995). One way of doing this is to 
better tolerate diversity. This will allow creative people to more easily express 
themselves and share ideas. It will have other results as well. As a matter of 
fact, one index of tolerance is based in part on the number of gay individuals 
living in a community. (This, of course, is standardized to take overall popula-
tion size into account.) Tolerance will also support writers, musicians, artists, 
and other creative groups. Florida (2004) uses the proportions of such creative 
careers in his Bohemian Index.



need to be lowered and the benefi ts need to be raised. Along the same lines, Florida 
(2004) pointed to increased tolerance. This is much the same as decreasing the stigma 
and costs for being creative.

CONCLUSION

This chapter discussed the many ways that social processes and structures infl u-
ence creative potential and creative performance. Much less was said about the other 
direction of effect, with creativity infl uencing social processes and structures. This 
was implied by some of the discussion of organizations, but to be most accurate we 
should actually acknowledge bidirectional infl uences, with social factors infl uencing 
creativity and creativity infl uencing social settings. Bidirectional infl uence is implied 
by the fact that organizations must be structured to support creative work. They are, 
in a sense, responding to the unique needs of creative people and the creative process. 
Also consider the concept of the creative class, just described. It, too, will infl uence 
society in many ways, but is also a result of societal opportunities and markets 
(Florida 2004; Rubenson & Runco 1992a, 1992b, 1995). Other examples of creativity 
as causal agent are given in Chapter 7. Many eminent creators are discussed therein, 
and most are well known precisely because of their infl uence.

Box 5.4
Cognitive Restructuring

Cognitive restructuring may explain how people have insights. Insights seem 
to be very sudden (Gruber 1988), and as such there may be an underling reor-
ganization of thought. This is often called a “restructuring” because the 
changes actually are occurring in our cognitive structures (e.g., schema, con-
cepts, scripts, stereotypes). Cognitive restructuring of another type allows 
individuals to intentionally change their perspectives. This allows a reduction 
of stress, for stress is a matter of interpretation. It is not a direct result of our 
experience; our experience infl uences our behavior only after we interpret the 
experience. Stress reduction through restructuring requires that the individ-
ual intentionally monitors and alters his or her interpretations such that what 
was stressful before is perceived to be less dramatic and harmful. Of course 
other stress reduction techniques are available. It is a good idea to relax and 
play, as well as monitoring your interpretations.

The idea of intentional cognitive restructuring applies broadly to social 
infl uences on our creative behavior. It may be that we can minimize the impact 
of inhibitions by changing the way we think. You might even say that creative 
thinking about these inhibitions will insure that they do not undermine our 
creative thinking.
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Early in this chapter I proposed that the social and organizational perspectives 
were very practical. There is a bit of a paradox here, for social factors are often 
extrinsic. They may be interpersonal, for instance, or environmental, and as such 
they may appear to be out of the individual’s control. Yet each is actually controllable. 
This is in part because of what was said earlier about person-environment interac-
tions and, more specifi cally, top-down processing. Very few behaviors, cognitive or 
otherwise, are refl exive. Very few are involuntary. Most are mediated by our interpre-
tive and perceptual tendencies. This implies that each of us does indeed have a great 
deal of control, even over the infl uence of other people and the environment.

Society at large should evaluate how we are investing our resources. Consider, for 
example, investments (or lack thereof) in creative potential and how those differ from 
investments directed toward formal education. Formal education has fairly clear ben-
efi ts, including literacy, mathematical skills, and critical thinking skills. These are 
typical of graduates of a formal educational institution. An employer can assume that 
he or she will have a literate and cognitively capable individual if he or she invests 
organizational resources in high school or college graduates. But what if the individual 
being considered for a job has invested the same amount of time into creative potential 
rather than formal education? The benefi ts are much less clear and certain, and there-
fore the prospective employer is taking a much larger risk by investing in that potential 
employee. Very frequently people are averse to such risk and do not make investments 
in people (or anything) that has a risky benefi t. For this reason it is likely that much 
more investment is made into formal education than into creative potentials.

There is a need to decrease the costs associated with creativity, with a parallel 
increase in the benefi ts given to creative behaviors. These benefi ts may take the form 
of incentives of various sorts. Perhaps that prospective employer needs to take the 
long view and consider the long-term benefi ts of creative ideas. Frequently invest-
ments do not pay off for quite some time, and therefore are not recognized with a 
short-term perspective. This may be a political problem, as well, because often deci-
sions are made by the government because of immediate needs. Simplifying a great 
deal, an individual who holds offi ce for only four years may use that time frame in 
making decisions, and therefore devalues potential long-term benefi ts of investments 
in creative potential.

Numerous procedures are available for the short term. There are tactics to solve 
immediate problems in a creative fashion, for example, many of which are outlined 
in Chapter 6. There are programs for the schools as well (see Chapter 6). Simply put, 
educators can create opportunities for creative work, model creative behaviors, and 
support creative efforts. Long-term goals are also needed. If we nurture creativity 
in young students now, in 15 or 20 years those same individuals will be highly crea-
tive members of the workforce.

It isn’t enough to have creativity as one part of programs for gifted and talented 
children. As Walberg and Sturiha (1992) pointed out, it is very important to make 
decisions that allocate resources and support the creativity of all children. The bigger 
payoff (and perhaps necessary benefi t) will result from efforts to nurture the creative 
potential of everyone.
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Educational Perspectives

When I look back at all the crap I learned in high school, it’s a wonder I can think at all.
 —Paul Simon, Kodachrome

We learned more from a three minute record, baby, than we ever learned in school.
 —Bruce Springsteen, Born in the USA
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The Humanistic View of Enhancement

INTRODUCTION

The fi rst part of this chapter summarizes the educational perspective on creativ-
ity. The second part focuses on learning theories and their recommendations for 
teaching and enhancing creativity. In a sense, the fi rst part focuses on general fea-
tures of education, including the classroom environment and, of course, the teacher. 
The second part focuses more on the learning process, which, of course, might be 
used in the classroom. Learning, however, often does occur informally, outside of 
the classroom.

There is a pessimistic tone to much of the educational research. This is unfor-
tunate, and in many ways unfair. It is, however, somewhat understandable. The 
United States, for example, has fallen behind in many creative fi elds (Florida 2004). 
Yet it is unfair in that creativity is a diffi cult educational objective (Rubenson & 
Runco 1995). It is much easier to build a curriculum for, say, mathematics than art. 
More generally, creativity is inherently individualistic, and most educational systems 
involve groups. Where is there room for self-expression in a classroom with 40 
students?

Traditional education often stifl es the creativity of students. Creativity may 
require unconventional thinking, for example, and autonomy, and these and other 
correlates of creativity can make life diffi cult for a teacher. They are not a part of 
what is known as the ideal student profi le (described in detail, later). Simplifying some, 
teachers seem to believe that the ideal student is polite, punctual, conventional, and 
anything but nonconforming (Raina 1980; Torrance 1963a). This is true even though 
they claim to have great respect for creativity (Dawson et al. 1999; Westby & Dawson 
1995)! No doubt they do respect creativity, in the abstract, but not when faced with 
a classroom with 30 energetic children!

To make matters worse, creativity is somewhat unpredictable. After all, not all 
unconventional people do highly creative things; you can be unconventional and 
not be creative. This unpredictability is a huge problem for educators. With the 
current emphasis on accountability, educators simply do not have the time to 
invest in curriculum that may not pay off. This problem may be easiest to see if you 
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consider it exactly this way—as a matter of investments into students’ potentials (see 
Box 6.1).

Then there is the stigma that sometimes is attached to creativity. At the extreme 
is the “mad genius controversy” (see Chapter 4), which implies that geniuses (or at 
least creative geniuses) have a tendency toward insanity. Less extreme is the stereo-
type of creative persons as eccentric and weird. At the very least there is the discrep-
ancy between the creative personality and that “ideal student” (Torrance 1995) just 
previously mentioned. If there is any sort of stigma attached to creativity, it is diffi -
cult for educators (or parents) to do what it takes to encourage it. In fact, educators 
need to do at least three things if they wish to support creativity in their students 
(Runco 1991b):

(1) Provide opportunities for children to practice creative thinking.
(2) Value and appreciate those efforts.
(3) Model creative behaviors themselves.

How likely is it that any of these will be done if there is a stigma attached to 
creativity?

Box 6.1
Economics of Education

One of the more recent theories of creativity is psychoeconomics. This may not 
sound like it applies directly to education, but actually it does help to clarify 
what needs to be done in the classroom and why there are problems designing 
education that supports creativity. Consider, for example, the idea of educa-
tional objectives. Educators have only so much time in the school day, and just 
so many resources, and there is a great deal of accountability in today’s schools, 
at least in the United States. This all means that the curriculum must have a 
clear payoff. Creativity does not. It is often dependent on a student’s intrinsic 
motivation and the self-expression of an individual student. Additionally, crea-
tive thinking is original, so by defi nition an educator will not know what the 
result will be if he or she presents an open-ended task that in fact does allow 
creative thinking. One problem, then, is that the benefi ts are uncertain and it 
is diffi cult to justify the costs (i.e., the investment of time).

Think about it this way: If you were an employer and had to choose 
between two applicants, who would you choose? One of them had a degree 
from a good college and had invested four years of his or her life to developing 
(e.g., verbal and mathematical) traditional skills. The other applicant had 
invested the same amount of time into his or her creative potential. In the fi rst 
case you know what you will get. But in the case of the creative applicant, it 
is hard to say. Creativity is like that; it is an unpredictable commodity.
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The same thing can be said about parents and their impact on children. They, 
too, need to present opportunities, reinforce, and model creativity. Much of what is 
reviewed in this chapter applies to good parenting and informal education as well as 
formal education. In fact, a number of topics in this chapter apply better outside the 
classroom rather than inside. This is true of the idea of optimal experience, for 
example.

Formal and informal education can support creative talents. More specifi cally, 
parents and teachers can insure that children (and adults) fulfi ll their potential. Of 
course the message about potentials from Chapters 3 and 9 applies here; there are 
genetic boundaries. Those boundaries are essentially fi xed (at least until genetic 
engineering advances, and the ethical issues concerning it are resolved), but most 
important is the range provided by the genetic boundaries. They should be viewed 
in that way, as potentials for fulfi llment and growth and not limits. Each student has 
the potential for creative expression. What, then, should education do about it?

THE IDEAL STUDENT

One of the problem just mentioned was that of the ideal student. What exactly is 
the ideal student? Do teachers really prefer uncreative students?

Torrance (1972) found that teachers prefer students who are punctual and courte-
ous. They also prefer students who follow assignments. Nonconformity is a problem. 
Indeed, many of the characteristics associated with creativity (see Chapter 9), includ-
ing autonomy, unconventionality, and nonconformity, are exactly contrary to the 
stereotype of the ideal student. Looking across cultures, Cropley (1992) and Raina 
and Raina (1971) found evidence that teachers view the behaviors and personality 
traits of creative children unfavorably. Similar views have been found for parents 
(Raina 1975; Singh 1987).

Getzels and Jackson (1962) compared high IQ and highly creative students and 
concluded that

The data are quite clear-cut. The high IQ groups stands out as being more desirable than the 
average student, the high creativity group does not. It is more apparent that an adolescent’s desir-
ability as a student is not a function only of his academic achievement. Even though the scholastic 
performance is the same, the high IQ students are preferred over the average students by their 
teachers, the creativity students are not. This result is quite striking, for if anything, the reverse 
should be true. Here is a student—the high IQ one—who is doing scholastically only what can 
be expected of him. Here is another student—the high creativity one—who is doing scholastically 
better than can be expected of him. Yet it is the former rather than the latter who is enjoyed more 
than the average student by his teachers! (Cattell & Butcher 1968, pp. 267–268)

The situation may not be as bad as these fi ndings suggest. There are more posi-
tive results in an investigation by Thomas and Burke (1981). They also tested the 
possibility that teachers prefer academic skills over creative talents when working 
with students. They were also interested in the issue of openness and the possibility 



that unstructured classrooms are more conducive to creative thinking than are 
highly structured and traditional classrooms. They were well aware of the fact that 
openness and creativity are each diffi cult to operationalize and study, and particularly 
interested in avoiding overly simplistic dichotomies between open and closed groups. 
In fact, their prediction was that an intermediate level of openness would be condu-
cive to creativity. This certainly makes sense given the available evidence for optima 
in infl uences in creativity (Runco & Sakamoto 1996). Cropley (1992) also went into 
some detail about problems with both overly structured and entirely unstructured 
classrooms. As Thomas and Burke described it, classrooms should have “a dual 
emphasis on both fact acquisition and leeway for self-expression  .  .  .  (to) provide the 
optimal environment for growth and creative ability” (p. 1154). In this sense it may 
not be so much a matter of optimization but more a matter of allowing structure on 
certain tasks and informality in other tasks.

Thomas and Burke (1981) studied several hundred children from six schools 
representing nine school environments. Both six- and seven-year-old children were 
involved, and data were collected from the children as well as from their teachers 
and parents. Four raters judged the schools along 10 dimensions (which were identi-
fi ed in earlier research). Schools then were classifi ed as informal, intermediate, or 
formal, based on composite rankings. The creative thinking potential of the children 
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Box 6.2
Sex Differences in Creativity

Thomas and Burke (1981) found that certain classrooms were better than 
others in terms of supporting divergent thinking skills. Not surprisingly, the 
sex of the students moderated the impact of school environment. Thomas and 
Burke suggested that the girls in their sample may have been more sensitive 
to school infl uences than boys.

Reports of sex differences in creative thinking are somewhat mixed. Some 
research has found sex differences, some has not (see Baer, in press). Historically 
there were clear sex differences, but these certainly refl ected the opportunities 
given to boys and men. Perhaps most important is that, although some sex 
differences have been reported, both boys and girls have a range of potentials. 
If we focused on average performance, it is possible that differences would be 
found, but if we look at the entire range of potentials, across all students, we 
will fi nd mostly overlap. What seems to be best for creative thinking is psy-
chological androgyny (see Chapter 9). This is characteristic of both boys and 
girls (and men and women) and supports creative thinking much better than 
stereotypically male or female behaviors (Harrington et al. 1983).
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Box 6.3
Neuroanatomy of Sex Differences

Many sex differences refl ect the opportunities given and expectations directed 
to boys and girls. There may be biological and neuroanatomic bases as well. 
The corpus callosum, for example, matures dramatically at puberty, which 
suggests that interhemispheric communication improves as well. Puberty 
occurs about one year earlier in girls than boys. This might infl uence mathe-
matical performance in particular, though it may also infl uence creative think-
ing, given the role of the corpus callosum in creative processes (see Chapter 
3). Hassler (1992) reported there is an optimal testosterone level for creative 
musical performance. It is near the lowest level of the range for males and near 
the highest level of normal female testosterone levels.

was assessed with the Torrance fi gural tests. These were scored for fi ve indices, 
including fl uency, fl exibility, originality, elaboration (“the number of ideas added to 
complete a basic idea”), and a verbal score based on the children’s titles for their own 
drawings. Teachers evaluated the children using the Wallach and Kogan (1965) 
behavior rating scale. This apparently asks for nine judgments about each individual 
child and concerns primarily the classroom adjustment. The parents also completed 
a divergent thinking test and furthermore evaluated their own children with the 
Ideal Child Checklist.

The 10 dimensions used in the ratings of these schools focused on the 
acquisition of facts, the distinctiveness or integration of subject matters, academic 
achievement, methods of evaluation, allowance and recognition of artistic and 
verbal expression, priority given to self awareness, evaluation of peer relationships, 
the system of decision making and rule implementation, the range of behaviors 
allowed in the classroom, and the range of group behaviors allowed in the 
classroom.

Results were surprising in that the teachers involved in the study did not seem 
to view creative children as poorly adjusted. There were signifi cant sex differences, 
which are not all that common in the research on creative thinking. The hypothesis 
about intermediate levels of structure and formality in the classroom was only par-
tially supported. In particular, Thomas and Burke felt that increases in divergent 
thinking were found in both informal and intermediate classrooms.

Thomas and Burke (1981) suggested that discrepancies between their fi ndings, 
such as those showing teachers to appreciate creative students, might refl ect the reli-
ance on nonverbal tests of divergent thinking. This is relevant both to a discussion 
of school assignments (“what task allows creative thinking?”) but also for cognitive 
theories of creative thinking.



Box 6.4
Creativity Tasks and Assignments

What kind of assignments are best for creative thinking? Thomas and Burke 
(1981) suggested that “it is possible that non-verbal expressions of creativity in 
the classroom may be more acceptable to teachers than verbal creativity and 
that personality attributes that go along with fi gural creativity may be more 
congruent with teacher values and classroom expectations” (p. 1161). Richardson 
(1986) and Runco and Albert (1985) supported the distinction between verbal 
and nonverbal tasks, the former referring to the two-factor theory. One factor 
is verbal, one nonverbal. This is important because some students may be more 
comfortable with one or the other. In addition, for many students nonverbal 
tasks are less familiar and thus less likely to elicit rote associates and original 
ideas. If this is true, nonverbal, visual, and fi gural assignments would be best 
for exercising creative thinking.

This is complicated by individual differences. Some students may be less 
familiar with nonverbal tasks, but that does not mean they are more comfort-
able with them! Older students in particular might be less familiar with all 
open-ended tasks, and as a result might not apply themselves. In this case it 
might be best to employ a fading technique, from learning theory. The student 
might be given a familiar task that is only slightly open-ended, such as a 
Similarities task (“how are a potato and carrot alike?”). This should not intimi-
date them, but it is open-ended. After they develop some comfort with slightly 
open-ended tasks, they can be given a slightly more open-ended task, such as 
Uses (e.g., “list uses for a shoe”). In this fashion even students who are accus-
tomed to and uncomfortable with the structure of academic assignments can 
gradually learn to think divergently and deal with open-ended tasks, be they 
verbal or nonverbal. This is especially important if we want students to take 
what they learn in the school setting and apply it to the natural environment. 
After all, in the natural environment, most problems and tasks are not clearly 
presented. They are instead ill-defi ned and open-ended. More will be said 
about these issues of generalization and fading in the last part of this 
chapter.

IMPLICIT THEORIES OF TEACHERS

Teachers hold idiosyncratic views about creativity. These have been empirically 
studied and the specifi cs of their unique implicit theories of creativity identifi ed.

Implicit theories, including those held by teachers, are best understood by con-
trasting them with the explicit theories, which are held by scientists and researchers. 
These are explicit in the sense that they must be articulated so they can be shared 
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(via presentations and publications) and tested (via hypotheses and research). For 
these reasons they must be made explicit. Implicit theories, on the other hand, need 
not be articulated, shared, nor tested. They are personal, though stable. The implicit 
theories about children’s creativity held by teachers are extremely important because 
they lead directly to expectations, and expectations are very powerful infl uences on 
students’ behavior. This refl ects the well-known Rosenthal effect (Rosenthal 1991), 
also called the Pygmalion effect.

Pygmalion in the Classroom

The Rosenthal effect is also known as the Pygmalion effect, after a Greek 
myth. In that myth the King of Cypress carved a statue of a woman who was 
so beautiful that he fell in love with her. She was later brought to life by 
Aphrodite. That is the metamorphosis that implies great potential and great 
change. (Rosenthal’s (1991) book was titled, Pygmalion in the Classroom.) If you 
do not care for Greek myths, there is a contemporary version, namely, George 
Bernard Shaw’s play, with the metamorphosis of Eliza, which was even more 
recently made in the movie, My Fair Lady. Each of these suggests that great 
changes are possible.

Rosenthal (1991) demonstrated that great changes in students may result from 
expectations. He did not measure creativity in his own research, but the implications 
are clear. In his sample, students who were expected to develop quickly and learn a 
great deal did just that. Students who were expected to have more diffi culties and 
learn more slowly did just that. What was the difference between the two groups? 
What their teachers expected of them.

Implicit theories (and the expectations they imply) can be identifi ed and defi ned 
using the social-validation method. This method demonstrated its usefulness in 
research on exceptional populations. Runco and Schriebman (1983), for example, 
conducted a social validation in which school-aged children judged the behavior of 
a group of autistic children. Runco (1984) used social validation techniques to examine 
the expectations and standards of teachers for creative children. Runco (1989b; 
Runco, Johnson & Baer 1993) compared the implicit theories of parents and teachers 
concerning creativity.

Social validation requires two phases. First an open-ended questionnaire is 
given, and later the contents of it are placed on a checklist, which is then used to 
collect Likert scale (quantitative) data. Runco (1984) developed the Teachers’ 
Evaluation of Student’s Creativity (TESC) with this method and then asked a sample 
of school teachers to use it to describe their students. The teacher ratings were cor-
related with other measures of creative potential, including scores from a test of 
divergent thinking. The TESC ratings were unrelated to children’s IQs. Hence the 
teachers were identifying creative potential and not just looking for general intelli-



gence. Subsequent studies used the social validation method to examine the implicit 
theories of parents. Runco, Johnson & Baer (1993), for example, compared parents 
and teachers, and found that parents and teachers held similar ideas about children’s 
creative traits. The parents and teachers agreed that creative children are often 
Adaptable, Adventurous, Clever, Curious, Daring, Dreamy, Imaginative, and 
Inventive. The parents and teachers did not agree very much when asked to describe 
uncreative children. There was some consensus about uncreative children as Aloof, 
Cautious, Conventional, Fault-fi nding, and Unambitious.

Johnson et al. (2003) extended this line of work by comparing teachers and 
parents in the United States and India. Johnson et al. also collected data about the 
social desirability of creativity, which of course is germane to the question of creativ-
ity and the ideal student. Contrary to what might be expected based on the earlier 
research on ideal students, Johnson et al. found that their teachers and parents did 
distinguish between indicative and contraindicative aspects of creativity, and by and 
large they also viewed creative traits desirably. There were signifi cant differences 
between the United States and India for attitudinal and intellectual traits, but for 
the most part parents and teachers agreed with one another about creativity.

F I G U R E  6.1 Photo of a statue.
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TEACHING EXPERIENCE

Interestingly, Lee and Seo (in press) found that teachers with more experience 
held biased views about creativity. Fortunately bias was apparent only in the recogni-
tion that creativity involves cognitive, personal, and environmental components. It 
is not, then, a bias such that teachers treat creative students poorly. Still, this kind 
of bias is unfortunate and may lead to inappropriate treatments and expectations. It 
is troubling that more experienced teachers developed a stronger bias. It is also 
slightly disturbing that Lee and Seo found that teachers emphasized the cognitive 
components of creativity and tended to relegate the personal and environmental 
components. Personal components, in this research, included motivational and emo-
tional. These would be very important because they include intrinsic motivation and 
wide interests, and other commonly recognized critical traits and aspects of the 
creativity complex.

It makes some sense that the teachers would emphasize the cognitive components 
of creativity, given that their job is to educate children. This may lead them to assume 
that they should be increasing the vocabulary of their charges and facilitating 
problem-solving and other intellectual skills. But in terms of creativity, intrinsic 
interest and other personal characteristics should be recognized. If the environmen-
tal components are relegated it may be that teachers do not do enough with the 
physical environment or even the atmosphere of the classroom. Atmosphere and 
physical setting of course can exert strong infl uence on the expression of creativity. 
People tend to be the most creative when they are in a safe and permissive environ-
ment, for instance. This fi nding about environmental infl uences being relegated is 
particularly intriguing because other research on mathematics and achievement test 
scores has indicated that Asian parents and teachers tend to be more optimistic about 
the possibility of fulfi lling potentials. Apparently it is fairly common in the United 
States to assume that if a child performs at a particular level, it is because of their 

Explicit and Implicit Theories

Explicit theories are scientifi c. They are held by researchers, scientists, and 
anyone who must articulate ideas. Implicit theories, on the other hand, need 
not be shared nor tested. They are held by parents and teachers. The implicit 
theories of parents and teachers have been identifi ed, as have the implicit 
theories about intelligence, creativity, and wisdom (Sternberg 1985), and 
about artistic, scientifi c, and everyday creativity (Runco & Bahleda 1987). The 
implicit theories within different cultures have been explored by Chan and 
Chan (1999), in Hong Kong, and Johnson et al. (2003) in India and the United 
States. Spiel and von Korff (1998) studied the implicit theories held by politi-
cians, teachers, artists, and scientists.



Box 6.5
Investing in Creative Potential

Students often are surprised to learn that grades in college can be dramatically 
improved. Research suggests that most any C student could be a B student, 
and most any B student could be an A student. Virtually every student can 
improve one full grade point. All they need to do is invest approximately 20 
more hours to their studies each week! So far, none of my own students has 
reacted well to this news. Instead, they tend to respond with a highly technical 
explanation for why it will not work, something along the lines of, “get real 
Professor Runco.”

Yet both academic performance and creative behavior respond well to 
good hard work. In fact, one of the commonalities among successful creators 
is their work ethic and persistence. It may be apparent early in life, for prodi-
gies share the same capacity for hard work. Prodigies vary from domain to 
domain (e.g., chess, music, mathematics), but they share a drive and a willing-
ness to invest time into the subject matter. While most children are jumping 
rope, prodigies may be reading chess strategies, practicing their instrument, 
or otherwise investing time into their skills.

innate talents. When a parent or teacher takes this perspective, he or she may not 
do much to fulfi ll potentials because performance is presumed to be a given. Asian 
parents and teachers, on the other hand, apparently tend to view performance as 
more refl ection of motivation and effort than innate talents. This perspective leads 
them to encourage hard work and increased efforts.

Another disconcerting fi nding in Lee and Seo’s (in press) research is that the 
teachers seemed to defi ne creativity in terms of actual products and productivity. 
That is an objective perspective on creativity because you may be able to count 
products. A similar fi nding supports the use of portfolios where students can compile 
their accomplishments. This is a concern, however, because it may penalize the stu-
dents who need assistance the most. These are the students with clear potential for 
creativity but who may be lacking the skills necessary to complete a fi nished product. 
They may have huge potential that goes unrecognized because they do not know 
how to complete the products and projects that will earn attention. It is easy to see 
that this should be a top priority for educators—to identify and encourage students 
who are not yet productive but have the potential to do so.

The differences between the experienced and the less experienced teachers, 
reported earlier, is not altogether a surprise. Most older adults become less fl exible 
in their thinking (Chown 1961; Rubenson & Runco 1992, 1995) and tend to follow 
routines more and more. It is as if they have more knowledge to draw from but rely 
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on it rather than mindfully developing new understandings (Langer 1989; Runco 
1990e). Biases and infl exibility are not uncommon among older adults and seem to 
occur in many fi elds, not just education. Perhaps the recognition of this tendency to 
become less fl exible as each of us grows older will allow us to avoid bias and remain 
fl exible. Many enhancement techniques are available to anyone who wishes to utilize 
them (see Chapter 10).

CLASSROOM ENVIRONMENT AND SETTING

It is unfortunate that environmental infl uences on creativity were not fully 
appreciated in the social validation research just reviewed. This is because a great 
deal can be done within the classroom setting to encourage the creativity of students. 
In fact, some of the earliest empirical research on divergent thinking confi rmed that 
the environment plays a critical role. Unless it is permissive and supportive, creative 
skills will remain hidden.

In the 1950s and 1960s, many people were unconvinced that creativity was dis-
tinct from intelligence. This view was supported by early research. Getzels and 
Jackson (1962), for example, found strong correlations between their measures of 
creative potential and scores from traditional tests of academic achievement and 
intelligence. They concluded that creativity was just one kind of intelligence. That 
conclusion was quickly questioned, however, in part because Getzels and Jackson 
employed measures of creativity that did not encourage creative thinking. Of most 
relevance here is that Getzels and Jackson administered their tests of creative poten-
tial just as if they were traditional educational tests. The students in that research 
easily could have fallen into their test-taking mode and not realized that there was 
an opportunity to think divergently and creatively. (When you take a test in school, 
did you think about your grade and what was expected of you? If so, you probably 
were not developing and exploring original ideas, but were instead thinking about 
correct or conventional responses that would lead to a good grade.) Wallach and 
Kogan (1965) found that when tests were suffi ciently open-ended (and allowed origi-
nality and divergent thinking), and when the tasks were administered in such a way 
as to allow or even encourage independent thinking, there was a difference between 
creativity and intelligence. Wallach and Kogan gave the creativity tests in a permis-
sive, game-like atmosphere (not a test-like classroom atmosphere). The tests were 
not called tests; the students were told “these are games  .  .  .  spelling doesn’t mat-
ter  .  .  .  there are no grades nor incorrect responses  .  .  .  tests are not tests  .  .  .  have 
fun  .  .  .  take your time.” Every effort was put into informing the students that the 
creativity tasks were not school tests. And it paid off: Students who had performed 
at a moderate level on the test of traditional intelligence or academic achievement 
may have done exceptionally well on the test of creative potential.

A somewhat different approach to environmental support for creativity is sug-
gested by Carl Rogers’ theory of unconditional positive regard (Harrington et al. 1983; 



Rogers 1995). This ties creativity to spontaneity and self-actualization. It also indi-
cates that if an individual is certain that he or she is truly and sincerely respected 
and appreciated, that individual will be spontaneous and creative. Harrington et al.’s 
data suggest that this applies to the home, and a large body of research suggests much 
the same about organizational settings. It could very well apply to the classroom as 
well. Unconditional positive regard, given by teachers, parents, and friends, will 
likely contribute to creative expression.

Classroom as Organizational Setting

Many ideas in the industrial and organizational research on creativity supports 
the conclusion that the environment and setting infl uences creative thinking 
and behavior; and in fact, much of it can be adapted to the school setting. There 
are clear parallels between the supervisor in an organization and a teacher, for 
example, and both should respect an individual’s autonomy if creativity is to 
be encouraged. Both settings involve resources, as well, such as time; and both 
supervisors and teachers should provide suffi cient time if they want their 
charges to be creative.

TEACHERS AND MENTORS

Teachers can support creative talents in various ways. They can provide uncon-
ditional positive regard, for example, but they can do much more than that. They 
can, for instance, support creativity with particular attitudes and actions. The teacher 
is, after all, a model for students.

Teachers can model creativity in various ways (Belcher 1975; Runco 1991b). 
Many students will simply imitate the teacher, which means that teachers should 
think divergently, solve problems in an original fashion, display fl exibility, all with 
an appropriate amount of discretion (i.e., sometimes unconventional, sometimes 
conventional). It is not, however, just overt behavior that is important, but also the 
values that are communicated through those overt behaviors. Teachers may discuss 
alternatives and thinking divergently when they demonstrate or introduce a topic, 
and in doing so they will present children with actual divergent ideas but also suggest 
to them, even without putting it into words, that creativity is a valuable thing, a 
worthy thing. This is the process of valuation. The opposite of valuation is evaluation 
or criticism. Evaluation should be offered very carefully. Very clearly, evaluation in 
the form of “squelchers” should be entirely avoided.
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Squelchers

Educators need to do certain things and avoid doing certain things. As we will 
see in Chapter 10, creativity is supported by removing blocks and inhibitions as well 
as by fi nding supports and encouragement.

Educators certainly should avoid squelchers. These are the things we say to our-
selves and to others that squelch or inhibit creative thinking (Davis 1999). Examples 
are given in Table 6.1. These are just examples—different individuals may have their 
own idiosyncratic squelchers. If a person is close to his or her parents, for example, 
the most infl uential squelcher might be, “what will your parents think?”

Davis (1999) also described the possible inhibition of rules, traditions, policies, 
procedures, and regulations. He concluded, “like habit, such predetermined guides 
tend not to promote creativity” (p. 167). This is very true, but is a reminder of the 
trick to educating for creativity. Educators need to allow creativity but also support 
socially acceptable behavior. Students should think for themselves but also know 
when to follow the rules. With this in mind you might think that one of the most 
important things for creativity is discretion. Not only is “discretion the better part 
of valor,” it is also a big part of the kind of creativity we should encourage in our 
students—not wild abandonment, but discretionary self-expression.

Mentoring Creativity

Mentors, like teachers, can encourage creativity. As a matter of fact, many 
famous creators have emphasized the role played by their own mentors 
(Simonton 1984; Zuckerman 1977). Interestingly, Simonton suggested that 
mentors and their students should be (only) optimally similar in interests and 
approaches. If they are too similar, the student merely follows in the footsteps 
of the mentor. If they are too different, the student probably will not benefi t 
from the expertise and connections of the mentor. This characterization may 
only apply directly to mentor relationships during adulthood (e.g., college, 
graduate school, postdoctoral positions). Very likely there is a need for a closer 
relationship between mentors and younger students.

T A B L E  6.1 Possible Squelchers (Davis 1999)

 1. We’ve always done it that way!  8. You’ve got to be serious!
 2. What would your mother think?  9. Don’t make waves!
 3. Don’t rock the boat! 10. That’s a waste of time!
 4. Be practical! 11. That’s not my job!
 5. Too risky! 12. It will never work!
 6. It’ll mean more work! 13. You can’t fi ght city hall!
 7. We can’t fi ght city hall!



Immunizing Students

Educators also should avoid emphasizing grades, gold stars, incentives, and other 
extrinsic motivation. This is because creativity often depends on intrinsic motivation. 
Of course both extrinsic motivation and intrinsic motivation can be involved in 
creative efforts, but intrinsic motivation may allow a student to follow his or her 
own interests without worrying about pleasing the teacher. The student may be self-
expressive instead of conforming. Additionally, extrinsic factors sometimes direct 
one’s thinking. A student may be thinking more about “what does the teacher expect 
here” instead of thinking in a self-expressive manner.

The biggest concern is that students will overjustify their actions. Overjusti-
fi cation occurs when a behavior is initially intrinsically motivated, but the individual 
begins to earn rewards for it as well. Sadly, the intrinsic interests are sometimes lost! 
It is as if the student sees the rewards and forgets about his or her own interests. 
After all, if you have one reason for doing something, why worry about other 
reasons? Rewards may be enough justifi cation by themselves (hence the term, 
overjustifi cation).

Amabile (1995) demonstrated that students can be immunized such that they 
will not lose their intrinsic interests (Hennessey & Zbikowski 1993). Apparently 
role-playing is an effect method.

EGO-STRENGTH AND SELF-EFFICACY

Runco (2004) also emphasized extracognitive educational objectives. He even 
suggested that ego-strength needs more attention than the cognitive skills used in 
creative thinking. Ego-strength will support a student’s self-confi dence and allow 
him or her to follow intrinsic interests. Of course there is an optimal level of confi -
dence, and discretion is also necessary so the student will know when to follow 
intrinsic interests and when to listen to extrinsic feedback. Ego-strength is important 
because for creative expression “the individual needs to resist pressures to conform 
his or her thinking, to stand up for his or her own ideas. This will sometimes be 
contrary to socialization pressures and it may be especially diffi cult around age 9–10. 
This is when children in the USA enter Grade 4 and apparently there is a tendency 
(around the world) for children to become the most conventional and conforming at 
that age”.

A similar perspective is suggested by research on self-effi cacy. Beghetto (in 
press), for instance, demonstrated that teachers and the classroom environment both 
infl uence students’ creative self-effi cacy. This gives them confi dence. It indicates that 
creative talents are a part of their self-image. In addition to believing in themselves 
and their own creativity, Beghetto found that students above the mean creative self-
effi cacy score were more likely to believe that they would attend college than students 
below the mean. Those above the mean also reported spending more time on home-
work and reported being more involved in science or language arts activities outside 
of school. They were similarly more active in after-school art, band, drama, sports, 
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and scouts. This is a very important point given Milgram’s (1990) ideas about extra-
curricular involvements being more predictive of talent than curricular achieve-
ments. Very likely such extracurricular involvement is indicative of both self-effi cacy 
and intrinsic motivation.

Students with high levels of creative self-effi cacy respond to the ability-related 
feedback given by teachers. In fact, Beghetto (in press) discovered that “of all the 
variables included in the model, students’ reports of teachers providing feedback on 
their creativity (i.e., teachers telling them that they were creative) served as the 
strongest unique predictor of students’ creative self-effi cacy.” Incidentally, Beghetto 
reported that high- and low-self effi cacy groups were not different in the frequency 
with which they reported watching TV, playing video games, or playing with their 
friends.

CREATIVE ATTITUDES

Educators need to take various aspects of the creativity complex into account. 
Creativity results from particular cognitive processes, attitudes, values, motivation, 
and affect. It has been said that attitudes represent the most malleable part of the 
creativity complex. Attitudes are very different from personality traits. Personality 
traits are relatively stable, some even life-long. Attitudes, on the other hand, may 
shift from day to day, or even hour to hour. A student might think creative people 
are weird, for example, because they do such unconventional things. Yet if they see 
someone they admire acting in a creative fashion, or read about one of their favorite 
musicians and his or her creativity, the underlying attitudes can change very 
quickly.

Attitudes about creative people are important, but educators should also consider 
attitudes about creative ideas and about assignments intended to exercise creative 
skills. After all, if you tell students that “this is just a game, spelling does not matter, 
and no grades will be given,” you could easily lose some students. They may think, 
“okay, this is not important.” That is a reaction that can be changed if students 
develop good attitudes.

We can again look to psychometric work to identify attitudes that support crea-
tivity. One such attitude is openness to ideation, which simply means that the student 
(and teacher) appreciates divergent thinking and original ideas and solutions. Runco 
and Basadur (1993; Basadur et al. 2000) assessed this attitude with a short question-
naire (e.g., “original ideas are fun”). Of course, it is equally important to battle the 
attitudes that can interfere with creative thinking. This includes the attitude labeled 
premature closure (Basadur 1994). For students in the elementary grades, attitudes 
about people and behavior are probably most important. That is because students at 
those ages are extremely sensitive to peer-pressure and “what my friends think.” 
They are, in a word, highly conventional (Runco & Charles 1997). Davis (1999) 
described a range of relevant attitudes, and his measure, the How Do You Think Test, 
contains many good examples of both supportive and inhibitive attitudes. And if 



some sort of assessment would be useful, his measure works extremely well (Runco 
et al. 1996).

ENHANCING IMAGERY AND ARTISTIC SKILLS

Imagery skills may seem like tangential skills but they do play a signifi cant role 
in many creative efforts. Imagery is often useful in the arts. It can also facilitate 
problem solving when transpositions are important (Finke 1990; Houtz & Frankel, 
1992; Rothenberg 1997). It is also useful for the comparison of objects and for encod-
ing and storage. After all, “a picture tells a thousand words.” Rothenberg (1997) 
has demonstrated the benefi ts of imagery (in particular, homospatial thinking). 
Admittedly there are other reports of small or nonexistent relationships between 
imagery and creative works (e.g., Campos et al. 1997; Khatena 1971; Morrison & 
Wallace 2001). There is also a meta-analysis showing that enhancement efforts that 
focused on imagery were less effective than those that focused on ideation (Scott et 
al. 2004a, b). Still, this may be because it is easier to communicate about (and there-
fore enhance) ideation. It is not necessarily the case that imagery is inherently less 
trainable.

Perez-Fabello and Campos (in press) reported that “training in artistic skills 
considerably enhanced mental imaging capacity.” This implies a particular direction 
of effect, with artistic skill leading to imagery, but of course it can go both ways. 
Imagery may contribute to artistic skills. Most likely is a bidirectionality where each 
contributes to the other. Perez-Fabello and Campos referred to something like this 
as a “mutual reinforcement.” Campos and Gonzalez (1994, 1995) and Khatena (1971) 
also reported correlations between imagery and artistic skills.

PROBLEM FINDING AND EDUCATION

Another quite specifi c educational objective is suggested by the growing litera-
ture on problem fi nding. This is a general umbrella label for various processes that 
precede any problem solving. Quite some time ago Wallas (1926) described the crea-
tive process as following four steps: preparation, incubation, illumination, and veri-
fi cation. Newer models are fairly similar, especially in the idea of preparation. That 
preparation may involve problem identifi cation, problem discovery, problem genera-
tion, or problem construction (Csikszentmihalyi & Getzels 1971; Reiter-Palmon 
et al. 1997; Runco 1994). A two-tiered model of the creative process is presented 
in Figure 6.2.

There may be some recursion through the steps such that the individual revisits 
the preparation or incubation stage after attempting to verify an idea. Recursion 
means just that—it is a kind of recycling back through earlier stages.

Educators may be tempted to present problems to students. They may feel like 
it is part of the job, to give assignments. Yet problem discovery is an important skill, 
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especially for creative work, and it should also be included in a curriculum, in addi-
tion to problem solving. Students need the opportunity to develop questions for 
themselves, not just answer them. This supports the idea about open-ended assign-
ments, which would allow students to follow their intrinsic interests and defi ne the 
problem(s) for themselves. Here again there is an important caveat in that education 
should be balanced. It should not contain only closed- or open-ended tasks, nor only 
extrinsically or completely intrinsically motivated topics.

REMOTE MODELS

Recall here that educators should consider:

(1) Giving students opportunities for creative thought.
(2) Encouragement for creative thought.
(3) Modeling of creative behavior.

The last of these can be embedded into the curriculum. Teachers need not be 
the only models for students’ creativity. Students can also experience remote models. 
These are simply people they do not actually meet. They might experience them via 
a PodCast, a video interview, or in a book. Remote models actually have at least one 
advantage over other models. They might be famous people, eminent creators. After 
all, you can read about Einstein.

Educators should of course be selective. Not all biographies and autobiographies 
are of the same quality; and they do not all emphasize creativity. There is one series 
of biographies that works well with younger students. I am referring to Krull’s (1993, 
1994, 1995) series of books, Lives of the Poets, Lives of the Artists, and Lives of the Writers. 

Problem
Finding

Ideation Evaluation

Knowledge Motivation
Procedural Intrinsic

Declarative Extrinsic

F I G U R E  6.2 Two-tier model of creative thinking. The three boxes on the primary tier each 
represent sets of skills. Problem fi nding represents problem identifi cation, problem defi nition, 
and so on. Ideation represents ideational fl uency, originality, and fl exibility. Evaluation rep-
resents valuation and critical evaluation. Additional components and details are given in the 
text. (Adapted from Chand & Runco 1992.)



These are especially useful because, fi rst, they discuss creative people, and not just 
any famous person, and second, they treat famous people as real people. Just plain 
folks. It would be unfortunate if a book or PodCast about a famous person gave the 
impression that there is a difference between famous people and the rest of us. They 
are just people, and look at how amazingly creative they were! Krull’s books convey 
this idea that anyone can be creative. It is even in the subtitles: “And what their 
neighbors thought.” The neighbors had far from favorable impressions of some of 
the creators. Beethoven’s neighbors must have thought he lost his hearing, he plays 
music so loud! (Actually, he did lose his hearing.)

BRAINSTORMING

The word “brainstorming” is in Webster’s Dictionary. This may not surprise you, 
but it should. After all, it was essentially technical jargon, a word from the social and 
behavioral sciences. Not many words make the transition from the sciences to 
everyday vocabulary. Then again, brainstorming is so popular that it probably is not 
much of a shock to fi nd it in Webster’s Dictionary. Still, its lack of effectiveness may 
surprise you. Hundreds of studies have examined the effectiveness of brainstorming, 
and it is clear that, as a technique for improving creative thinking, it does not 
work.

IQ and Webster’s Dictionary

Not many words make the transition from the technical parlance to Webster’s 
Dictionary. Yet “brainstorming” did, as did “IQ.” The second of these is quite 
a surprise because there are so many criticisms of it, and because it is just an 
abbreviation (for Intelligence Quotient). But what wonderful news! Now you 
can use your Q tile in the game of Scrabble without a U! Ten points! And with 
a little luck the person competing with you will question it and demand that 
you consult Webster’s.

Brainstorming relies on three principles. These are essentially guidelines for 
what a brainstorming group should do:

(1) Postpone judgment.
(2) Produce as many ideas as possible. (“Quantity not quality.”)
(3) Work as a group. Piggyback or hitchhike—use someone else’s ideas to stimulate 

your own thinking.

I admit it: I tried to surprise readers with this extreme claim; actually brain-
storming has some advantages. It may assist with teambuilding, for example, and 
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students may learn to share ideas and consider other perspectives if they practice 
working in groups and brainstorming. Furthermore, the very fact that a teacher 
encourages brainstorming and works it into the curriculum should support the 
appropriate attitudes, which we just discussed.

Brainstorming is not the best way to solve problems. If people work alone and 
then pool their ideas they are more likely to generate the largest number and more 
original solutions (Rickards & deCock, in press). Actually, brainstorming probably 
inhibits divergent thinking, because people have a tendency toward social loafi ng. If 
responsibilities are shared, it is easy to put less effort into the assignment. Most impor-
tant may be the fact that we are social animals (Aronson 1980), and as such, are very 
good at reading other people. We can, for example, easily judge the authenticity of 
someone’s smile. (We look to small wrinkles around the eyes, not the amount of teeth 
showing.) We can also easily determine if someone likes our ideas. They may not say, 
“what a lousy idea” or actively squelch us (see Table 6.1), but they also are unlikely to 
show the same reaction to ideas that they like as ideas that they do not like.

The big problem is risk. If one student works alone and simply writes down ideas, 
where is the risk? Who is to know if an idea is weird? This is an important question 
because the most original ideas are the most likely to be misunderstood by others. 
After all, they are original precisely in the sense that no one else thinks of them! 
Original ideas, then, are risky. If a student is working alone, there is no problem, at 
least if the teacher assures students that their ideas need not be shared with the entire 
class. But put students in dyads (a brainstorming group with two members) or, worse 
yet, a larger group, and the risk increases. And the originality of the ideas 
decreases.

INFORMATION AND CREATIVITY

Next is an issue that cuts across all educational objectives. In particular, how 
much information should be given to students? This may be an ambiguous question, 
but that is in part because it applies across so much of the curriculum. It is relevant 
to all assignments, regardless of topic of subject matter, and all lectures and discus-
sions as well. It is a very important question because creative thinking requires that 
teachers do not provide too much information, nor too little.

Simply put, excessive information can be detrimental because that can stifl e 
originality. Students can be creative only if they are original, and originality in turn 
assumes that they are thinking for themselves. Originality requires independent 
thought; it is by defi nition novel, unique, or unusual. Thus, if students are given too 
much information they may have little opportunity to think for themselves.

Consider, in this regard, the television. Television broadcasts preclude active 
involvement on the part of the viewer. Every program provides sound, action, video, 
everything. There are 60 frames each second in TV broadcasts, and each frame “tells 
a thousand words,” to borrow that cliché. To make matters worse, the pace is often 
so fast in TV shows that there simply is not enough opportunity for independent 



thought, and little if any resulting creativity. No surprisingly, there are many other 
things a child can do that will be more likely to be optimally stimulating for creative 
thought. Sadly, the TV displaces the child and keeps him or her from those other 
things (Sneed & Runco 1992).

What about formal education? Does it currently provide the right amount of 
opportunity and information, or are educators taking too heavy of a hand and pro-
viding too much information?

How Much Education Is Best?

Another way of asking about “how much information is best” is to look at 
education as a whole. Simonton (1984) did just this and asked, “how much 
education is best?” Historiometric analyses of eminent individuals indicated 
that you can have too much education! Simonton found optimal levels of edu-
cation in various fi elds, with scientifi c achievement the most likely if a student 
quits before earning his or her PhD, and politicians better off with only a year 
or two of college. At the time Simonton published his fi ndings, only one U.S. 
President had earned a doctorate.

F I G U R E  6.3 Child watching TV.
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There are empirical demonstrations of how different levels of information infl u-
ence creative thinking. Runco et al. (in press), for example, demonstrated that basic 
factual knowledge is correlated with performance on certain kinds of divergent 
thinking tests, but only if the factual knowledge was in the same domain as the 
divergent thinking test. Runco et al. (in press) worked with college students at a 
commuter university, and hence used “transportation” as one realistic domain of 
knowledge. Here are the some of the questions they used:

Subtest A (1) List things that move on wheels.
 (2) List transportation that might be available in the future.
 (3) List ways to improve your commute to work or school.
Subtest B (1) List names of streets from Orange County.
 (2) List as many car parts as you can.
 (3) List different types or names of cars.
Subtest C (1) List uses for a shoe.
 (2) List uses for a brick.
 (3) List uses for a newspaper.
Subtest D (1) List different types or names of plants.
 (2) List things found in a classroom.
 (3) List possible careers.
 (4) List book titles.

(Subtest C was based on the Uses test from Wallach and Kogan (1965). Question (1) 
was from their Instances test. Their fi gural (visual) test was also given.)

Subtest A represents divergent thinking test questions that might draw on knowl-
edge about transportation but would also allow originality. Scores on it, in fact, were 
correlated with those from Subtest B, which draws on transportation knowledge but 
has much less opportunity for originality. It is much more factual. Scores from these 
two tests were correlated, indicating that factual knowledge is relevant to divergent 
thinking. Scores from Subtest C and Subtest D were not related to one another, 
indicating that factual knowledge does not always play a role in divergent thinking. 
It only helps when there is a common domain (e.g., transportation). The scores from 
the fi gural test also were unrelated to factual knowledge.

These results imply that students might benefi t, to some degree, by learning 
facts, but that there is probably more to thinking in an original fashion that just 
knowing the facts. It seems that divergent thinking might also be better exercised if 
tasks are not dependent on factual knowledge. Runco et al. (in press) concluded that 
certain exercises and tests of divergent thinking might actually be slanted, much like 
the experiential bias that plagues some of the older tests of IQ.

Recall here that a great deal depends on what is conveyed in the instructions or 
directions given by educators. Creative expression can be encouraged or discouraged 
even before students actually being their work! Consider in this regard the research 
summarized earlier about permissive environments. Wallach and Kogan (1965) 
encouraged divergent thinking in part by being certain that the students approached 



the assigned tasks as games rather than tests. Students were told to play and not 
worry about time, grades, spelling, and the like. The result: good separation of 
divergent from convergent thinking and more originality from the students. It is 
relatively easy to introduce creativity exercises with “now we have some games—time 
to be original!” but later introduce academic tests with something like “now it is time 
to show me what you have learned from your reading assignment—watch your spell-
ing!” This is a big part of creative potential: knowing when to be original and when 
to draw from memory. Educators can help with original thinking, with memoriza-
tion, and with the decisions involved in knowing the difference.

EXPLICIT INSTRUCTIONS

Instructions and directions are a critical part of academic work and have a sig-
nifi cant impact on creativity exercises. For those reasons, they have been examined 
many times in the creativity research. A multitude of task and test directions have 
been examined and the methods for encouraging creative thinking greatly refi ned. 
This research suggests that several aspects of directions are important. Directions, 
for example, might convey a process to students (“here is how you should think about 
this task”) or they may convey standards and criteria (“here is the kind of idea or 
solution you should attempt to fi nd”). The former are procedural instructions and the 
latter conceptual instructions (Runco et al. 2005). The research also suggests that 
different processes can be targeted. The originality of ideas can be encouraged with 
one kind of instruction (e.g., “think of ideas that no one else will think of”), and 
fl exibility with another (e.g., “think of a variety of ideas  .  .  .  tap different categories 
or themes”). Fluency can also be encouraged (“give as many ideas as you can  .  .  .  the 
more, the better”). There are a number of different explicit instructions that can be 
used.

Educators must provide opportunities for creative thinking. Open-ended tasks 
allow divergent thinking, and questions often can be worded such that there is room 
for originality. Suppose an elementary school student raises his or her hand and asks, 
“why is Sacramento the capital of California?” The teacher could respond, “Because 
of the gold rush. Do you know other state capitals?” A better response might be, “In 
part because of the gold rush and what was going on in California when they chose 
a capital. Can you think of other reasons besides the Gold Rush that could explain 
it?” This is a bit more open-ended. It does convey the important facts and suggest 
that it is good to know them. But it also allows for divergent thinking.

Note that it also treats information as conditional rather than absolute. Langer 
(1989) has demonstrated that when people deal with absolutes, they are relatively 
mindless, meaning that they just remember a fact and do not really invest any thought 
into it. They rely on existing knowledge structures and are not very original. But 
when knowledge is conditional instead of absolute, there is room for creativity. The 
individual can think in new ways and perhaps develop new insights and conceptual 
understandings. There is room for creativity.
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Incidentally, the benefi ts of explicit instructions in part might refl ect the fact 
that they are given before students start working and thereby provide a kind of 
advanced organizer. The advantage of an advanced organizer is that individuals 
understand that structure of knowledge right up front. They know how to think 
about and organize the information and do not need to devote resources to that, but 
instead can concentrate on what is to come. Advanced organizers now are found in 
most text books, such as this one, because they do facilitate learning. Explicit instruc-
tions are probably also effective because they inform students about the criteria for 
success (e.g., “give only original ideas”) and sometimes about the processes that will 
lead to success (e.g., “give only ideas that no one else will think of”).

To Understand Is to Invent

“Instructions” denote teaching, whereas “directions” may merely guide the 
individual and may not instruct in a strict sense of the word. What are often 
called instructions are frequently merely directions. This is an important point 
for educators, and parallels a debate concerning education as a whole. Piaget 
(1976), for example, suggested that one kind of education leads only to memo-
rization and superfi cial learning (and often would have a teacher directing 
rather than instructing), but actual understanding is more likely to result from 
education (and “instructions”), which allows students to think about and use 
the information. The title of his monograph, To Understand Is to Invent, shows 
how relevant this is to studies of creativity.

LEARNING THEORIES

The heading of this section is plural because there is more than one learning 
theory. The different learning theories all focus on changes in behavior resulting 
from experience, but they differ in terms of the kinds of behaviors that change, and 
the kinds of experiences that lead to those changes.

Operant theory focuses on consequences, which means that behavior changes 
when the individual has an experience that has led to either reinforcement or punish-
ment. All reinforcers, even negative reinforcement, increase the probability that the 
behavior will be emitted again in the future. All punishers do the opposite: lower 
the probability that behavior will be emitted again in the future.

Operant Theory

It may come as a surprise that learning theories deal with creativity. That is 
because “creativity” is not necessarily observable, and learning theories, especially 
operant theory, prefer overt behaviors.

It will not come as a surprise that operant theories of creativity emphasize rein-
forcement and experience and deemphasize internal states and motives. B. F. Skinner 



Box 6.6
Operant Terminology

• Operant A voluntary behavior that is emitted to earn a reinforcer or avoid 
a punisher.

• Positive Reinforcement A consequence that, when given to a person, 
increases the likelihood of behavior being emitted in the future.

• Negative Reinforcement A consequence that, when taken away, increases 
the likelihood of behavior being emitted in the future.

• Punishment through Withdrawal A consequence that, when taken away, 
decreases the likelihood of behavior being emitted in the future.

• Punishment through Application A consequence that, when given to the 
person, decreases the likelihood of behavior occurring again.

• Extinction Behavior disappears because it is not reinforced. “Time out” can 
be viewed as a kind of extinction.

(1972) once expressed discontent over the view that an artist could be understood 
without taking the environment into account:

Why, indeed, do artists paint pictures? The traditional answers are not very helpful. They refer 
to events supposedly taking place inside the artist himself.  .  .  .  They represent the artist as a 
complex person living a dramatic life, and they give him exclusive credit for the beautiful things 
he creates.  .  .  .  Nor does the traditional view help us in furthering the production and enjoyment 
of art.

Skinner used the idea of reinforcement history to explain art and creativity. 
Artists, for example, even when not immediately rewarded for their creativity, still 
behave in a fashion that refl ects what reinforcement they previously have experi-
enced. He felt that in their pasts, they must have been reinforced for creative behav-
iors, and for that reason continue to display them. In this way Skinner was able to 
explain the production and the appreciation of art work as controlled by the conse-
quences given to the discrete behaviors involved in each. Though it is an extreme 
view and seems to relegate the emotions and motives of the artist, the concept of 
reinforcement histories is useful. It suggests that educators can provide a sound 
foundation for creative thinking while students are in the classrooms, and if the 
reinforcement is given correctly, those students may continue to behave in a creative 
fashion long after they complete their educations.

Epstein (in press) circumvented the problem of creativity by looking to a more 
observable and operational behavior, namely insight. This is defi ned as a sudden solu-
tion to a problem. It may seem to come out of nowhere, but most researchers agree 
that insights have histories and the process is actually protracted (Gruber 1988). 
Epstein preferred the concept of insight over creativity because in the former, the 
solution resulting from an insight can be seen. The individual may not know initially 
how to solve a problem, but given the right experiences (and reinforcement), he or 
she may have an insight and can then solve the problem.
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Insights, for Epstein (1990), result from spontaneous integration of previously 
learned responses. Such an integration was demonstrated in several projects with 
pigeons, and later with college sophomores. In both cases subjects learned specifi c 
discrete behaviors, and then at a later time spontaneously integrated these in what 
appears to be an insightful solution to a problem. In actuality the insight is merely 
a new combination of those discrete skills that were reinforced and learned at an 
earlier time. This research is impressive in its experimental control. It is limited, 
however, by its assumption that creativity is dependent upon insight and thus one 
kind of problem solving. Creativity might very well be more than problem solving 
and refl ect a kind of self-expression where there is no clear-cut problem.

The insight problems given to the pigeons in Epstein’s (1990) research were 
adapted from much earlier investigations (Kohler 1925) of the insightful problem-
solving skills of chimpanzees. One of these involved placing a chimpanzee in a cage, 
with a banana slightly out of reach. A stick is placed in the cage, and chimpanzees 
typically demonstrate insight and solve the problem of reaching the banana by using 
the stick. Another problem involves a banana hanging out of reach from the ceiling 
of the cage. Boxes are placed in the cage, and after the chimpanzee’s initial diffi culty, 
he or she solves the problem in what appears to be a sudden fl ash of insight.

Like Skinner, Epstein’s (1990) view was that problem solving can be controlled 
by consequences given to behaviors. These consequences were administered as part 
of special training. Epstein administered Kohler’s insight problems to pigeons, but 
fi rst he conditioned them. “Conditioning” in this context refers to training. The 
conditioning involves breaking down the solution into discrete steps, and then using 
operant principles to reinforce each of these discrete behaviors. One discrete behav-
ior might be pushing a small box; another might be pecking a banana (disguised 
pigeon chow) on a string. Insight is then demonstrated by putting the pigeons in the 
cage and showing that it spontaneously integrates the distinct responses into one 
appropriate chain—that is, into a solution. Epstein demonstrated that four and even 
fi ve discrete steps can be integrated by a pigeon.

Epstein demonstrated that pigeons can solve insightful problems, even though 
their cognitive abilities are no match for those of the chimpanzee. The implication 
is that this type of problem solving can be explained without reference to cognitive 
processes. All that is necessary, in Epstein’s view, is the right conditioning and experi-
ence. Even a pigeon can do it.

The Creative Porpoise

Operant procedures have been used to teach porpoises to emit novel behaviors. 
The porpoises were conditioned with a reinforcement procedure called shaping, 
and the target behavior, novelty, defi ned in terms of behavior that had never 
before been emitted (Pryor et al. 1969). This may be relevant to creativity 
because creative behavior is novel, just as it is original.



Behavioral research with pigeons, porpoises, and other species certainly gives us 
one explanation of how some behaviors can be controlled. This information is useful 
for the operant technology, and may be utilized in particular educational settings. 
Furthermore, it is a very objective technique. There is little judgment involved in 
determining what is novel. Granted, there is the question of whether or not all 
insightful and creative behaviors can be related to previous experiences. Some insight 
problems may be related to experience; but where is the connection between Einstein’s 
theories of relativity and his previous experience? Truly revolutionary ideas may have 
their impact and be deemed “creative” because they offer a break from the past. 
Revolutions may result from paradigm shifts more than a gradual accumulation of 
knowledge and skill (Kuhn 1962).

A fi nal question concerns what actually is being explained by conditioning 
insight and novel behavior. Overt and discrete behaviors are reinforced, but where 
does the actual interconnection of repertoires take place? Where is the spontaneous 
integration? We have no direct data on the actual connections, only on the novel 
behavior supported by them. This makes little difference to operant theorists. What 
is important is actual performance.

That idea may appeal to educators as well. Certainly, the operant perspective is 
extremely useful. It suggests, for example, that insights may be infl uenced by previous 
experiences, and that reinforcement does not necessarily undermine the relevant 
behaviors. It suggests further than educators should provide students with small, 
manageable, discrete objectives and information rather than huge and grand lessons 
and projects. Discrete lessons may later be integrated spontaneously in useful and 
creative ways.

GOODBYE TEACHER

Many of the same ideas about reinforcement, discrete behaviors, and gradual 
progress are used in the Personalized System of Instruction (PSI). PSI is personalized 
in that students work alone. For this reason, Keller’s (1968) description of the PSI 
was titled, Goodbye Teacher. There he argued that operant techniques can be used in 
the classroom (also see Skinner 1985). In particular, he proposed that

• Each student works at his or her own pace.
• There is a “clear specifi cation of terminal skills” (p. 79).
• Students receive immediate feedback.
• Students master the assigned material.

This is very different from most courses, where every student does the work 
according to one syllabus and on one schedule; where grades are sometimes not given 
to students immediately (days may pass before exams or papers are returned); and 
where students must accept whatever grade they receive on a test, paper, or quiz. 
They usually do not retake exams—except in PSI. There they must retake examina-
tions (alternative forms, of course, not the exact same examination) until they achieve 
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unit mastery. This means that a student focuses on one unit, one topic, one assign-
ment, until he or she fully understands it. Keller’s own students did not move on 
until they had earned a 95% or better on the examination or quiz in question. It was 
likely to be a quiz rather than an extensive exam, given the principle of operant theo-
ries that well-defi ned discrete behaviors are learned most easily. Research testing PSI 
has supported its usefulness.

Reese and Parnes (1970) tested something very similar to PSI, known as pro-
grammed instruction, and targeted several of Guilford’s (1968) divergent production 
tests (e.g., Alternate Uses and Consequences), one of Torrance’s (1974) tests (Product 
Improvement), and a creativity scale from the California Psychological Inventory 
(CPI). The design of this investigation required three groups: a programmed instruc-
tion group, an instructor-trained group, and a control group (all high school seniors). 
The programmed instruction and instructor-led groups received two 40-minute 
sessions each week for one semester (13 weeks). The former worked individually using 
booklets, with proctors available for answering administrative questions. The latter 
used the same booklets, but as implied by the name of their group, they worked in 
a “conventional classroom fashion,” complete with instructors. This group was 
encouraged to discuss the material with one another and with the instructors. In 
general, posttest evaluations indicated that the instructor-led group was signifi cantly 
more creative than the programmed-instruction group, and both experimental 
groups were more creative than the control group. This was true of three of four 
divergent thinking fl uency measures and the one elaboration measure. No differ-
ences were found on the creative personality index of the CPI.

Reese et al. (1976) used programmed techniques in a two-year (four-semester) 
college course. Like Reese and Parnes (1970), Reese et al. used several of Guilford’s 
(1968) tests to evaluate the effi ciency of the program. They also examined “idea-
fi nding,” “knowledge and recognition of ideas,” and “judging ideas.” Thus the diver-
gent and convergent facets of Guilford’s structure-of-intellect (SOI) model were 
represented. In fact, because different facets of Guilford’s model were emphasized in 
each semester of the experiment, 45 measures were used in this study. This is an 
impressive array of tests, and probably representative of the SOI model, but it also 
may have contributed to the rate of attrition: 70 percent of the original 150 experi-
mental subjects completed the course, and only 37 percent of the original 182 control 
subjects. As Reese et al. pointed out, these fi gures bring the external validity of the 
fi ndings into question. For this reason, after the program and measures were com-
pleted, Reese et al. compared those who completed the course with those who did 
not. Because of the limited data, these comparisons included only pretreatment 
scores, but there was very little indication that those who completed the program 
differed from those who did not. Additional comparisons indicated that the students 
who received the program performed better than the control subjects in the SOI 
tests of cognition, convergent production, and divergent production. There were no 
signifi cant differences in memory, nor in the tests of evaluations. Those familiar with 
the SOI model will be interested to know that the experimental group had higher 
scores than the control subjects in the semantic and behavioral contents, but there 



were no differences in the fi gural or symbolic contents. The experimental group 
also exceeded the control group in most of the SOI “products” (e.g., units, classes, 
systems).

Glover and Gary (1976) evaluated the effects of reinforcement, practice, and 
instructions on various facets of divergent thinking, including fl uency, fl exibility, 
originality, and elaboration. They had eight fourth- and fi fth-grade children practice 
a type of Alternative Uses divergent thinking task. Each day a teacher printed a noun 
on the blackboard, and students had 10 minutes to “list all possible uses for that 
object.” During the fi ve-day baseline, reinforcement was given to each student for 
fi tting ideation. The experimental or treatment condition was started on the sixth 
day of the study. It involved a discussion (and defi nitions) of fl uency, fl exibility, elabo-
ration, and originality, and competition between two groups (each half of the class) 
for the best ideas. The team that scored the most points was reinforced with early 
recess, and milk and cookies. On days 7 through 25, one of the four indices was 
chosen, and the groups competing again focused on that one dimension of divergent 
thinking.

The Torrance Tests of Creative Thinking (TTCT) was administered to the children 
as a pretest and as a posttest. The results indicated that three of the indices increased 
in response to reinforcement. This was especially true of the fl uency and fl exibility 
scores. Elaboration scores did not increase signifi cantly. Unfortunately, the treatment 
used in this study was tripartite. It involved reinforcement, instructions, and practice. 
Reese et al. seemed to be interested primarily in whether or not these standardized 
indices of creativity were susceptible to treatment, rather than what part of treatment 
was most effective, and this experimental design did not allow the unique contribu-
tion of each treatment to be assessed. Nonetheless the fi ndings are convincing, 
especially because it is entirely consistent with research reported by Campbell and 
Willis (1978). Campbell and Willis used tokens for reinforcing the creative ideation 
of fi fth-grade children and found that each of their measures showed the improve-
ments expected by their multiple baseline research design.

This line of research is important because it confi rms that operant procedures 
can be applied to behaviors that are traditionally recognized as indicative of creativ-
ity. It is disappointing that so few investigations have assessed the critical and evalu-
ative components of creativity. Reese et al. (1976) did assess “judging ideas,” but 
apparently did not fi nd any instructional effects. Also, they defi ned judgment in 
terms of the SOI model, where evaluation is somewhat convergent and not the kind 
of evaluative thinking that is better used with divergent thinking (Chand & Runco 
1992; Runco 1994).

It is also disappointing that the effi cacy of displaced practice with measures of 
creative potential has yet to be studied (e.g., Mumford et al. 1994). Displaced practice 
may be the most powerful form of learning. The idea is simple: Students learn best 
when they practice material, and the impact of practice is best when it is spread over 
several periods of time. It would, then, be best to work on divergent thinking, or 
some other creativity task, for 30 to 60 minutes, and then put that aside for the 
remainder of the day, and then invest another 30 to 60 minutes on another day. If 
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four hours are invested all at once and compared to the results of four one-hour ses-
sions, the latter is likely to be much more effective.

GENERALIZATION AND MAINTENANCE

The downside of many operant techniques is that what a student receives or hears 
in the classroom may not carry over to the natural environment. This is true of most 
formal education; the effects may not generalize. Fortunately there is a technology 
of generalization and maintenance (Stokes & Baer 1977). Maintenance is most likely 
if the reinforcement is given intermittently. If it is predictable, and students depend 
on it, extinction will occur as soon as three or four behaviors are displayed without 
reinforcement. Here again it is important to move in a gradual way. It is often best 
to start with plenty of reinforcement but gradually thin the schedule such that stu-
dents work for quite some time for even one reinforcer. Intermittent reinforcement 
also can be used but only if the schedule gradually moves from a fi xed one to the less 
predictable and intermittent one.

Generalization occurs when a skill or lesson is applied across settings (e.g., the 
classroom and the natural environment), and maintenance occurs when it endures 
(from one time to another). Generalization is the most likely if students realize the 
value of what is being taught. They will attend more to the lesson or exercise and 
are more likely to think about it later, in other settings. Generalization is also most 
likely if the practice is varied. If an educator works only with Alternative Uses ques-
tions as exercises, for example (see Table 6.1), students may not recognize that idea-
tional fl uency, fl exibility, and originality will help them in other kinds of open-ended 
tasks. If an educator practices Alternative Uses tasks, but also Instances, Similarities, 
Pattern Meanings, and perhaps some other forms of divergent thinking tasks that 
are discussed in Chapter 9, the student is more likely to realize that the various idea-
tional skills apply across tasks and environments. Generalization is likely.

Realistic tasks are especially likely to encourage generalization. Several of these 
are described in Chapter 9. They often ask students or the respondent to solve prob-
lems that they themselves have encountered, or could encounter. The task should 
allow creative thinking, and thus will probably be open-ended, but this is easily done. 
Runco and Chand (1994), for example, used realistic divergent thinking tasks in their 
investigation of the impact of explicit instructions. They confi rmed that performance 
on realistic tasks is more predictive of creative accomplishment in the natural envi-
ronment than was performance on unrealistic tasks. Incidentally, they included 
problem generation tasks, much like those described earlier.

The operant procedure known as fading could be used as well. In fading, students 
are given a great deal of assistance with the creativity tasks. The tasks used should 
also be fairly easy and intuitive. When those tasks are mastered and the student 
is comfortable with them, slightly more challenging tasks are presented. When 
these are mastered, even more challenging tasks are presented. The tasks do not 
need to be challenging in the sense of diffi culty but might increasingly resemble the 



kinds of problems that might be found in the natural environment. Generalization 
may also be most likely if assignments contain instructions about the natural 
environment.

Many parents and teachers use a kind of fading without thinking much about it. 
Suppose a parent is teaching a child to hit a baseball. At fi rst the parent teaching the 
child may provide a huge but lightweight bat, a big infl atable ball (“you can’t miss!”), 
and simply hold the ball until the child strikes it. Later, the parent may lob the ball 
gently. The parent is fading, gradually removing the assistance and slightly later may 
change to a real bat, a tee for the ball, and a softball. Eventually the parent is throw-
ing a hardball to the child’s strike zone at 90 miles per hour  .  .  .  well, perhaps that is 
exaggerating the fi nal stage of fading, but it makes the point that fading gradually 
changes the task. Teachers might give explicit instructions about tactics with simple 
divergent thinking tasks (e.g., “name all of the square things you can think of”) and 
prompt the individual at fi rst, but then gradually change the practice tasks, making 
them more and more realistic, and fi nally the student is practicing the tactic with 
problems that resemble the challenges of the natural environment. Generalization 
is, at that point, the most likely.

META-COGNITION

Something should be said about lifelong creativity. After all, much of what is 
done in the educational setting is intended to help students in the natural environ-
ment, and ideally it will also help them throughout their lives. This is no easy task, 
given how quickly things are changing. Yet creativity is particularly useful in this 
regard. As Bruner (1972) said, “we must prepare our students for the unforeseeable 
future.” They will be able to deal with the future if they develop creative skills.

In this light the most important creative skill may be meta-cognitive. This is 
literally “cognition about cognition,” and includes self-refl ection, self-monitoring, 
and conscious decisions about how to react to experience. Recall here the need for 
students to make choices and to exercise discretion about when to be original and 
when to conform. Meta-cognitive skills will be useful in the natural environment, 
through the life span, and allow individuals to invest in their creativity, battle 
routine, and choose mindfully, tactics for creative action.

DISADVANTAGED CHILDREN AND REINFORCEMENT

As you might expect, given the corpus of research on the perspective of creativ-
ity, educators might employ reinforcement. They might, for example, selectively 
reinforce convergent or divergent thinking, or a combination of the two, and do so 
selectively depending on task demands. As a matter of fact, reinforcement would be 
quite important because educators may need to combat and compensate for children’s 

 D I S A D V A N T A G E D  C H I L D R E N  A N D  R E I N F O R C E M E N T  207



208 6  �  E D U C A T I O N A L  P E R S P E C T I V E S

Box 6.7
Writing Poetry in the Classroom

When was the last time you wrote poetry? Do you know how to write poetry? 
I often use a poetry task along with fading in the classroom (Adapted from 
Hennessey et al. 1989). I use a short, well-structured poem, much like haiku. 
This allows me to begin with an easy task, it is so well structured. I might, for 
example, ask my students to write a poem with the following requirements:

(1) It must contain fi ve lines.
(2) The fi rst line contains only one noun (I give them the noun, something 

like “insect”).
(3) The last line contains only one noun—and it is the same one as in line 1!
(4) The second line of the poem contains two words, both of which are adjec-

tives that apply to the noun in line 1.
(5) The third line contains only three words, but each is an action word that 

could be applied to the noun.
(6) The fourth line contains any number of words, and any kinds of words.

That may not sound like it allows much self-expression, but you might be 
surprised. The results are often impressive, given that students just learned 
the technique and write for only a few minutes. But what is more important 
is the fading. We do the same task a second time, but with some fading. I 
usually allow them to pick their own noun. Everything else remains the same. 
We write a third poem, usually on a different day, which has even less struc-
ture, because of the fading procedure, and so on, until students make all the 
decisions themselves. This exercise demonstrates fading, with results that are 
unambiguously creative.

The nouns used are somewhat important. They should be evocative and 
widely meaningful (e.g., sunshine, hope, children, butterfl y). Osgood et al. 
(1975, p. 72) presented a list of words with universal meanings, which might 
be very useful for poetry writing.

Then again, the best poems result from the least structure, when students 
choose their own nouns. I will never forget one of my students, a university 
senior, who was given the last assignment and chose as her noun, “my ex-
boyfriend.” The fourth line of her poem was, “what was I thinking?”

tendencies to conform to peer pressure and their general conventionality, especially 
in the fourth grade. There is a potential problem in that reinforcement can under-
mine the intrinsic interests of students (Amabile 1990; see Chapter 9), but this kind 
of overjustifi cation can be avoided. Epstein (1990), Glover and Gary (1976), Moran 
and Liou (1982), and Milgram and Feingold (1977) each describe the role of reinforce-



ment in creativity. Apparently it is particularly useful with exceptional students. 
Moran and Liou, Milgram and Feingold, and Ward et al. (1972) each described the 
benefi ts of concrete reinforcement for the creative efforts of disadvantaged students. 
Moran and Liou actually uncovered a differential effect of reinforcement, with the 
concrete reinforcers enhancing the performance of children with below-average 
verbal skills but inhibiting the performance of average students. This may be a 
general tendency, given that Milgram and Feingold found something very similar in 
their research with disadvantaged Israeli students. They found benefi ts to both con-
crete (i.e., candy) and verbal (i.e., praise) on tests of divergent thinking.

Eisen (1989) and Runco (1992b) also described the creativity of disadvantaged 
children. Bruch (1975) explored the creativity of “culturally different children.” 
Fortner (1986) concluded that learning disabled (LD) students could benefi t from a 
program of “productive thinking,” and Gold and Houtz (1984) felt much the same 
about “educable mentally retarded” students. Holguin and Sherrill (1990) took a 
reasonable approach with “learning disabled boys” and focused on their motor (non-
verbal) creativity. As they pointed out, it is often useful to take confi dence and atti-
tude into account when studying disadvantaged populations, rather than focusing on 
cognitive potentials alone. Johnson (1990) described the creative thinking potentials 
of “mentally retarded deaf adolescents,” and Marschark and Clark (1987), the verbal 
and nonverbal creative potentials of children with hearing impairments. Platt and 
Janeczko (1991) demonstrated how art activities can be adapted to the needs and 
talents of disabled students. (Many labels for special populations are no longer used, 
some because of their connotations about learning and implied value judgments. A 
few of the original labels are retained here for specifi city. The more recent labels, 
such as disadvantaged, are indeed much better and avoid unfortunate connotations. 
They are, of course, still labels, and often still generalizations.)

It is vital to recognize the diverse forms creativity may take in disadvantaged 
populations (Runco 1992b; Solomon 1974; Swensen 1978; Torrance 1968, 1971). It 
may be, as just noted, for example, nonverbal. An appreciation of diversity should be 
the norm in our educational system (and indeed, around the world, in all aspects of 
life), but it is especially critical for creativity. Creativity assumes diversity; it requires 
individuality, and that individuality may be tied to the special backgrounds and 
potentials of disadvantaged populations.

GIFTED STUDENTS

The discussion of disadvantaged students suggests that educational procedures 
should be adjusted for different individuals and different populations. As a matter of 
fact there is strong reason to think about educational programs specifi cally for the 
enhancement of creativity of gifted children.

The separation of traditional intelligence and creativity does not imply that 
intellectually gifted children are never creative. Far from it! Although most gifted 
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Box 6.8
Individualized Education

Virtually every major theorist (e.g., Piager, Skinner, Vygotsky) has pointed to 
individualized instruction.

Skinner (1972) found reinforcement to be effective only for certain indi-
viduals, or at least certain individuals to react to particular reinforcers. Very 
frequently, when fading or any other operant procedure fails it is simply 
because the consequence was not powerful enough, and what worked with 
others does not work with everyone.

and talented programs in the United States still rely entirely on the IQ to select 
participants (usually based on an IQ of 130, which puts them in the 99th percentile), 
there does seem to be a trend toward the more reasonable view that giftedness 
includes creative talents. Renzulli (1978), for example, defi ned giftedness in terms of 
general ability (e.g., the IQ), creative potential, and task motivation. Milgram (1990) 
and Albert (1980) also have lobbied convincingly for recognition of creative potentials 
within gifted and talented programs.

Yet not all highly intelligent children behave in a creative fashion, nor do they 
fulfi ll their creative potentials. In fact, some time ago Hollingworth (1942) found 
that children with IQs of 180 (which puts them in the 99.99999% percentile) have 
diffi culty being original. They also experience anxiety when there is no one correct 
answer for some problem or task. That puts them at a serious disadvantage in the 
natural environment, since so few problems in the natural environment are so clear-
cut. It implies that it may be that individuals will be best prepared to deal with life 
(i.e., the natural environment, such as after graduation) if they develop their creative 
skills. These may be more important than the memorization and convergent think-
ing that is all too common in many schools.

None of this suggests that creativity is unrelated to intelligence or to academic 
aptitude. The threshold theory suggests that creativity and intelligence may be 
moderately related, at least at certain levels of ability, and research summarized 
immediately following shows how creativity may help students even while they are 
in school.

CONCLUSION

Education can infl uence the creativity of students in various ways. One general 
perspective focuses on opportunities to practice creative thinking, support for crea-
tive behavior, and modeling and valuation of creative thinking and creative behavior. 



Educators should also inculcate values that appreciate creative things. They must be 
careful to balance intrinsic and extrinsic motives and avoid overjustifi cation. Ideally 
all of this will complement what the student experiences in the home and in society 
as a whole. A child will have the greatest chance of fulfi lling creative potentials if he 
or she has both a challenging and supportive home life and a challenging and sup-
portive educational experience.

Various specifi c educational objectives and techniques were described in this 
chapter. Ideation was targeted in much of the research, but attitudes, values, and 
motives must also be considered. The entire creativity complex should be recognized 
by the educational system, not just specifi c cognitive skills. In fact, although we can 
target specifi c educational objectives, these should not distract us from the broad 
view. Just over 40 years ago Getzels and Jackson (1962, p. 124) called for a general 
improvement in the support given to creativity: “Boldness in thinking, free rein to 
the imagination, and creativity in performance will not be easily forthcoming through 
piecemeal lessons and artifi cial stimulants. What is needed is a change in the entire 
intellectual climate in which we the parents and the teachers as well as the children 
function. We need alteration in parental attitudes towards giftedness and towards 
success, change in the attitudes of teachers towards highly creative students and in 
the attitudes the children themselves acquire probably even before they come to 
school. It is the general climate  .  .  .  that needs transformation.”

Anyone working with students should keep in mind that there are things you 
can do for children to effectively stimulate their intelligence and character, but that 
do nothing for creativity. Creative talents are distinct from other talents, and you 
might do something that benefi ts a child (say, practice a particular academic skill) 
that does nothing for the child’s creative talents. This is implied by most of the work 
in this text, and in the fi eld of creativity studies. Recall here that there is some overlap 
between creativity and traditional intelligence, but the two are far from synonymous. 
Moreover, the skills underlying traditional intelligence (and things like high grades 
in school) are very different from those that support original and creative thinking. 
This is especially clear in the dichotomy of convergent and divergent. It is also appar-
ent in many educational and IQ tests, where the individual fi nds the one correct 
answer by searching his or her long-term memory. There isn’t much room for origi-
nal thought there! That can be contrasted with tasks that are open-ended and allow 
an individual to spontaneously construct or otherwise develop something new (e.g., 
an idea, solution, insight, or direction for further thought). With this in mind you 
can probably walk into a bookstore, looking for a gift, and buy books that would be 
very good for a child, but would do nothing for the skills necessary for creative 
thinking. The same holds for a toy store, or for the development of curriculum. If 
you want creativity, you should target creativity. Recall also that there are data that 
some children with very high IQs actually have diffi culty thinking creatively 
(Hollingworth 1942).

In many ways this chapter complements Chapter 2, with its developmental 
perspective on creativity, but also Chapter 1 and the cognitive perspective. Given 
what was said about meta-cognition, Chapter 10 will be useful, and given the earlier 
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proposal about the parallels between the organizational setting and the classroom, 
it is also quite possible that additional tactics and strategies could be adapted from 
the industrial and management literature, which is quite extensive. As a matter of 
fact, one very useful tactic for creative thinking involves “borrow or adapt.” Often 
good ideas are found by looking “outside the box,” so to speak, and in areas that 
overlap but are not identical with one’s own fi eld. In the present case educators might 
fi nd a creative idea for the classroom by looking outside the educational literature 
(and in the industrial and organizational literature).
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History and Historiometry

We are entering an Age of Unreason  .  .  .  a time  .  .  .  for thinking the unlikely and doing the 
unreasonable. —Hardy, The Age of Unreason, 1991, p. 4

Perhaps our posterity will fi nd today’s truth tomorrow’s error. —Boring 1971, p. 64

Even the dead make up the majority. —Boring 1971, p. 56
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 Trigger Effects
 Historiometry
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INTRODUCTION

The invention of the airplane is surely one of the most important achievements 
of the twentieth century. It is a fascinating example of creativity, in part because the 
inventors (Orville and Wilbur Wright) surprised most everyone with their achieve-
ment. They were bicycle mechanics, not engineers, and apparently no one really 
expected them to develop the fi rst fl ying machine. Yet in 1903, in Kitty Hawk, North 
Carolina, Orville Wright fl ew their airplane into history. That airplane is currently 
on display in the Smithsonian Museum of Space and Aeronautics in Washington, 
DC.

The Wright brothers employed a variety of tactics to insure their success. They 
broke the overarching problem of fl ight down into small workable problems, for 
example, and they collected a huge amount of data, even building their own wind 
tunnel. They studied birds in fl ight, which suggests that he used what is now called 
a “look to nature” tactic for fi nding ideas. More will be said about these tactics in 
Chapter 10.

What is most critical for the present chapter is that the Wright brothers were 
working in a time and place that was ripe for invention. It is impossible to understand 
their creativity without taking into account the historical and cultural context of that 
time. Indeed, a full understanding of creative work must always acknowledge histori-
cal and cultural contexts.

There was a particular Zeitgeist in 1903 (Zeitgeist is the German word for the 
“spirit of the times”). Zeitgeist imposes a value system and provides prerequisites for 
specifi c kinds of creativity. The Renaissance is sometimes explained in this fashion. 
After all, some general creative values must have been shared in Italy at that point 
in time; why else would so many individuals and groups, across all domains for per-
formance, all direct their efforts to original works? Looking again at the fi rst air-
plane, it certainly helped that bicycles were enormously popular around the turn of 
the century. The Wrights, then, could support themselves in a shop that allowed 
them to tinker with mechanical inventions. New modes of transportation were in 
the public eye, including the bicycle and hot air balloons. The word Zeitgeist is 
somewhat diffi cult to defi ne in a precise manner, but hopefully it is clear that the 
airplane was possible in part because there was a general appreciation for new inven-
tions and new modes of travel. Admittedly, to be accurate, we must acknowledge 
various renaissances rather than just one (Boorstin 1992), but the explanatory power 
of Zeitgeist applies to each of them.

There are other perspectives on renaissances and on the macro-level infl uences 
on creative work. This chapter discusses all of these infl uences, starting with the 
more historical and then covering cultural variables. Various interesting controver-
sies are discussed, including the occurrence of multiple discoveries (i.e., inventions 
or discoveries that are found and presented by different individuals at very close to 
the date) and the Great Person theory (the idea here being that Zeitgeist only con-
tributes so much and that extraordinary creative achievements require an extraordi-
nary individual as well (Boring 1950, see notes)). It is best to say a few things about 
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Box 7.1
Creativity Is Not Continuous

You might think that creativity increases in a gradual fashion—More people, 
more opportunities, more technology, more creativity. Not so. The idea of a 
renaissance is contrary to the notion of continuous increases, and apparently 
there have been several renaissances (Boorstin 1992). Also consider Thomas 
Kuhn’s (1962) famous distinction between normal science, where most every-
one shares assumptions and fi ndings accumulate in a gradual manner, with a 
paradigm shift, where assumptions are questioned and an entirely new per-
spective and world view appears (also see Nickles 1999). Kroeber (1944) 
described something like this in his description of confi gurations. These are 
clusters or groupings of creative individuals within certain periods of time 
(decades or even longer). He explained such clusters in terms of role models 
and similar social processes. Simonton (1984) presents a detailed evaluation of 
these various perspectives. The conclusion is clear: Creativity is not a constant 
across historical eras.

As a matter of fact, the United States may be on the downswing. Florida 
(2004) has data suggesting that we are now number 11 in the world, though 
at one point, after World War II, many people considered the United States 
to be the most innovative nation in the world. Why the downswing? There 
are many infl uences, but one was identifi ed some time ago by Toynbee (1964): 
“In present-day America, it looks to me, the affl uent majority is striving des-
perately to arrest the irresistible tide of change. It is attempting this impossible 
task because it is bent on conserving the social and economic system under 
which this comfortable affl uence has been acquired.  .  .  . American public 
opinion today is putting an enormously high premium on social conformity; 
and this attempt to standardize people’s behavior in adult life is as discourag-
ing of creative ability and initiative as the educational policy of egalitarianism 
in childhood” (p. 8). Toynbee saw creativity in a minority rather than in every-
one; the title of his article was, Is America Neglecting Her Creative Minority? 
Hence egalitarianism ignores the creative talents of the gifted.

the historical approach and methods before we turn to the specifi c phenomena, cases, 
and controversies.

HISTORICAL ANALYSES

The unique characteristic of the historical perspective is its focus on changes 
and time. Often the conclusions offered by historians apply to certain peoples, 
cultures, processes, or domains, but in every case the evidence used to draw these 
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inferences is from times past. Granted it is impossible to investigate an era or event 
without taking the location into account. This is why much of what historians have 
to say applies to different cultures and different settings. But unlike the work that 
focuses on culture and ecology, the historical perspective always emphasizes change 
through time.

The historical analysis is itself a creative process. Historians must draw on 
records and artifacts, but they do not have complete information at their disposal. It 
is not simply a matter of reading the facts. An interpretation must be constructed. 
This is a daunting task. What information historians have may easily be biased by 
previous historians, biographers, and autobiographers. It is likely to be slanted pre-
cisely because it was prepared in another era. Some of this is unavoidable. Consider 
the limitations of our recorded history. That is a refl ection only of those cultures 
and individuals who could record information. This suggests that much of the 
recorded history, and certainly all of that which is written, was prepared by literate 
individuals. There is more to historical data than written history, and other ways 
besides writing to record history, but still, what we know of the past is based on the 
individuals who left us clues. They were often literate, and often the winners rather 
than the losers of battles (both natural and within the species).

Historians offer a picture of the past, a description of creative persons during 
earlier eras, and even predictions for the future. The last of these must be based on 
inferences drawn about the past; here the historian fi lls the gaps in those incomplete 
records, and hopefully does so objectively and logically. That is where the creativity 
is the most obvious. The historian reconstructs the past and creates it anew.

This is a creative process. It is not, however, always accurate. Sometimes it is 
fairly accurate, with only a few gaps or uncertainties, but sometimes there is huge 
ambiguity and very little certainty. And sometimes the interpretation is simply 
wrong. This can be said without hesitation because it has been discovered again and 
again: It is not uncommon to discover that an historical “fact” is actually incorrect. 
This is why there is such attention to revisionist history. That too is merely a part of 
the creative process. New meanings are created, often from new data. They may also 
be created because of a new interpretation rather than the discovery of new data. 
Hopefully such new interpretations are more objective and accurate than the previ-
ous ones, but that is not always the case. The reconstruction could be biased, or dis-
torted by what Lord Butterfi eld called an historical bias.

Historical and Whiggist Biases

In 1931, Lord Butterfi eld described diffi culties in conducting historical analy-
ses. He referred to an historical bias. Gould (1991) described much the same but 
found many examples specifi cally in Whiggist interpretations of the past, and 
he therefore referred to the Whiggist bias. Both of these are biases in the sense 
that the historian (or whomever) is judging the past using his or her own values. 
Errors are systematically slanted in favor of one’s contemporaries.
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Historical actions can only really be understood by taking the Zeitgeist and 
context of those times into account. Historical interpretations that are creative (in 
their originality and constructive nature) may be biased or inaccurate, but that is 
actually how creativity works. It leads to things that have some value, but value varies 
from group to group and era to era. Cropley et al. (in press) explored this idea in 
great detail in a recent discussion of malevolent creativity. McLaren (1993) went into 
much the same territory in his discussion of the dark side of creativity.

We have, then, two important messages about historical analyses. First, judg-
ments about historical creativity must be very carefully made, if they are made at all. 
Unless we can refl ect on our own values and biases, and see their place in the context 
of historical change, we cannot be good judges of the past.

More generally, the second message is that context, historical and otherwise, 
must be taken into account when studying the creative works of the past.

It is especially easy to make mistakes when judging and comparing eras. This is, 
however, precisely where the biases of Whiggist history are the most likely, especially 
if the comparison is between the past and the present. We need to behave objectively. 
But think of the benefi ts of an historical analysis: Those infl uences on a renaissance 
might be identifi ed and targeted in the present! To paraphrase the scholar Howard 
Gruber, “where will we hang all of the paintings?” And where will we house all of 
the inventions? How will we fi nd the time to enjoy all of the new technologies and 
creative works?

This is one reason to examine the history of creativity. It is also interesting to 
examine how creativity has changed through history, and how creativity has ac-
tively contributed to changes in history. Creativity does not simply respond to 

Box 7.2
The Dark Side of Creativity—Leonardo da Vinci

This dark side of creativity is often diffi cult to determine. Consider in this 
regard Leonardo da Vinci. A huge number of his creations, inventions, and 
designs, and much of his art work, involves military devices and weapons. 
Many that do not seem military were applied by da Vinci to military action. 
He was, in fact, at least as well known in his own lifetime as a military engineer 
as an artist.

Leonardo designed bombs, some of which exploded into smaller bombs 
like today’s scatter bomb. He designed catapults, tanks, knight-robots, and 
armored boats, ladders, and bridges. He designed a leather underwater suit 
that he suggested be used for sneak attacks. He developed his own recipe for 
gunpowder and then designed a weapon that could shoot 33 times without 
reloading. (It had 11 barrels on each of three panels; one side would shoot 11 
times and the next panel would rotate into place and shoot its 11 shots, fol-
lowed by the last panel of 11 barrels.)

Continues
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Box 7.2
The Dark Side of Creativity—Leonardo da Vinci—cont’d

Historians think Leonardo was interested in patronage, which may have 
attracted him to weaponry, but then again, he chose to move to the military 
hot-spot of Renaissance Italy. As Bert Hall, author of Weapons and Warfare in 
Renaissance Europe, noted,

One of the things that shocked his [Leonardo’s] contemporaries and even some modern 
people today is that he moved from Florence, the cultural capital of Northern Italy, to 
Milan, which was clearly the political and military bad boy of all Italian city-states. (Hall 
2002, History Channel interview)

This was especially surprising because Leonardo had great success in 
Milan, mostly because of his artwork. Florence was his hometown, or close to 
it: Even his name, da Vinci, was taken from the small village just outside of 
Florence, Vinci. Leonardo was an illegitimate child and may have taken da 
Vinci as appellation instead of the name of his biological father.

This is also interesting because it suggests that Leonardo was a risk-taker 
and a nonconformist. He was extremely tactical in his career and creative 
efforts. More will be said about the various tactics used by Leonardo (e.g., look 
to nature, change perspective by enlarging, put a problem aside and come back 
to it later, adapt existing ideas and inventions) in Chapter 10.

Leonardo was probably not vicious or cold-blooded. He was interested in 
weapons , but it may have been more because of the opportunities to support 
his work and integrate art with science (into military engineering) than an 
authentic interest in warfare. Historians explain his military interests in terms 
of a fascination with physics and the mechanics of movement (e.g., throwing 
an object, such as a bomb or arrow). If the dark side of creativity is taken as 
an evil motivation to create, or a motivation to create evil devices, Leonardo 
is not dark. If the dark side is an unintended result of harmless creative activi-
ties, such as gunpowder being fi rst used for fi reworks but then later employed 
in weapons, then Leonardo is a good example. And of course there are creative 
insights that initially are intended to be inhumane, such as atomic fi ssion used 
in nuclear bombs, but with nonmilitary implications (e.g., atomic energy). The 
three alternatives refl ect different “directions of effect” (what is fi rst, the evil 
or the humane?) and different intentions. This should come as no surprise, 
given that psychologists studying morality also emphasize intentions. Indeed, 
the morality of a particular act might best be determined by taking intentions 
into account. A child may break an expensive dish, but if that child was trying 
to help his or her parents, it is not “wrong.” But if that child breaks the same 
dish intentionally, perhaps in a tantrum or to get even with his or her parents, 
it very likely is “wrong.” The only difference is the intentionality.
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Box 7.3
Malevolent and Benevolent Creativity

Cropley et al. (in press) also looked to the dark side, and in particular to 
malevolent creativity. They contrast this with benevolent creativity, the former 
being intentionally evil (e.g., terrorism, crime) and the latter socially benefi -
cial. Malevolent creativity “involves effective novelty that is benefi cial to one 
side in some confl ict of interests, but is bad for the other.” Cropley et al. 
delineated malevolent creativity and offered a number of interesting hypoth-
eses using the components of it. Novelty, they predict, can add value to a 
solution, for example. They also predicted a decay of novelty, especially for 
solutions that are widely recognized and effective.

Very importantly, Cropley et al. (in press) offered a number of “principles 
of malevo lent creativity:”

 (1) People whose intentions are antisocial can, and do, exhibit creativity in 
their actions irrespective of whether the majority social environment 
approves of their aims.

 (2) Creativity, whether benevolent or malevolent, is a competitive lever that 
does not respect societal conventions. Its benefi ts are available to all who 
choose to use it.

 (3) Creative products (solutions) are characterized by a hierarchy of four 
parameters: relevance and effectiveness, novelty, elegance, and generaliz-
ability. We must analyze terrorist products, as well as our own counter-
terrorist solutions, against these criteria.

 (4) The more creative a solution (i.e., the more novel, elegant, and generaliz-
able), the more effective it becomes.

 (5) The more creative a solution, the more it reduces the effectiveness of 
competing solutions.

 (6) A solution’s novelty will decay over time.
 (7) Exposure of a solution will accelerate the decay of its novelty.
 (8) As a solution’s novelty decays, so does its effectiveness (provided that 

countermeasures are put in place or activated).
 (9) Competing solutions, especially creative competition, will accelerate the 

decay of novelty and effectiveness.
(10) Proactive, preemptive counterterrorist solutions are also highly creative 

solutions. They exhibit the characteristics of functional creativity.
(11) Highly creative, preemptive counterterrorist solutions must be deliber-

ately engineered. They will not happen of their own accord.
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environments and settings, it contributes to their evolution. So again, history is a 
creative process. It is creativity unfolding.

PREHISTORY

Humans seem to have always been creative. There is debate about when humans 
appeared in the evolution of Homo sapiens, yet it is clear that creativity is not a recent 
development. It is older, for example, much more than written language. Andreasen 
(2005) put it this way:

We do know, even without written records, that some of these prehistoric people possessed the 
gift of creativity—the capacity to see something new that others did not. Someone picked up a 
stone and saw a tool. Someone realized that it could be made sharp and pointed by chipping away 
at it. Someone recognized that a group of people could join together and hunt large food-rich 
animals, using their collective intellect and strength. Someone suspected that seeds could be 
planted and crops grown  .  .  .  that circular wheels could facilitate moving heavy objects.  .  .  .  Some 
of these early creative people must have become storytellers.  .  .  .  Some became artists, as attested 
by the magnifi cent drawings in the 17,000 BC Cave of Lascaux in the Dordogne in France.  .  .  .  We 
have so many amazing examples of human creativity from human prehistory and history, such as 
the pyramids of Egypt and the Mayan ruins at Chichin Itza, the statues of Nemrut Dag in 
Western Turkey, the Acropolis in Athens  .  .  .  the Roman roads and aqueducts. (pp. 2–3)

Andreasen (2005) mentioned many artifacts, such as the paintings and statues, 
but very importantly, she also mentions intangibles and creativity that are not imme-
diately tied to a concrete product:

Even during their early history, human beings have had the spark of creativity. They could see 
things that did not exist. They could imagine. They could yearn for beauty .  .  . search the 
skies  .  .  .  study animals and plants.  .  .  .  They could imagine beings and forces, greater than them-
selves, which were guiding and shaping their world. They could even create moral codes that 
minimized the importance of individual survival and sublimated it to some higher cause. 
(pp. 3–4)

This underscores the idea that history analyses are not always based only on 
products. Creativity through history is also apparent in morals, ethics, and similar 
abstract innovations. It is especially notable that the creative process may lead directly 
to morality (Gruber 1993; Runco 1993c; Wallace 1993). This of course is an alterna-
tive to the possibility of malevolent creativity, as just mentioned.

Gandhi and Creativity

Gandhi is probably much better known for his principles than any tangible 
product he left behind. He developed a means for passive resistance, for 
example, and for convincing the British that he was sincere and that his cause 
was signifi cant. These innovations are not hanging in any museum, but they 
are creative, valuable, and enormously important. Gandhi was creative.



ZEITGEIST AS HISTORICAL PROCESS

In one of the seminal papers for creative studies, Boring (1971) defi ned Zeitgeist 
as “the climate of opinion as it affects thinking” (p. 54) and “the total body of knowl-
edge and opinion available at any time to a person living within a given culture” 
(p. 63). He traced the term to what may be the original use by Goethe in 1827. Goethe 
apparently used the concept of Zeitgeist to describe Homer’s broad infl uence on 
thought. Goethe apparently emphasized the “unconscious, covert, and implicit effects 
of the climate of opinion” (p. 54). Boring and more contemporary scholars do not 
limit themselves to unconscious processes. In fact, Boring felt that Zeitgeist can be 
monitored and controlled, but only if it is a conscious, overt, and explicit process. It 
is a process in the sense that it is ongoing and not a static state. More accurately, it 
is a historical process.

Boring (1971) tied Zeitgeist to culture and to communication. Zeitgeist is, then, 
“the total sum of social interaction as it is common to a particular period and par-
ticular locale. One can say it is thought being affected by culture” (p. 56). Zeitgeist 
is not, therefore, universal and worldwide. Different cultures have different Zeitgeist, 
as do different eras and geographic locations.

Sometimes Zeitgeist inhibits creativity. Boring (1971) captured this with, “the 
Zeitgeist acts as inertia in human thinking. It makes thought slow but also surer” 

Box 7.4
Zeitgeist and Prodigiousness

Feldman (1994) explored the role of the Zeitgeist in society’s appreciation of 
talent and prodigies. He asked, “How do these broader contextual forces affect 
the development and expression of potential? As we have noted the prodigy 
exists within sociocultural, historical and evolutionary contexts that each 
affect the expression of potential. By virtue of the point in time and the place 
in which the prodigy is born, he lives within a context of a certain Zeitgeist or 
spirit of the times, a political atmosphere of stability or unrest, war or peace, 
and a cultural milieu in which role models either do or do not exist in various 
fi elds. Certain philosophies, myths and belief systems characterize the ideo-
logical atmosphere in which the child is raised” (1994, p. 179). Feldman added, 
“All in all it is not so much a matter of whether one is simply in the right place 
at the right time. It may instead be a matter of being the right person in the 
right place at the right time. A certain type of talent may have a higher prob-
ability of accomplishment when the spirit of the times favors that particular 
form, whereas another may have an advantage when the Zeitgeist shifts to 
another emphasis” (p. 181).

The role of chance in our appreciation of giftedness and prodigiousness 
has been debated by Albert (1988), Gruber (1988), and Simonton (1988).
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(p. 61). The certainty is good for the sciences, and in fact the ideal case for all crea-
tivity may be where there is both some freedom of thought but also some inertia, or 
at least some quality control. Again thinking of the sciences, Zeitgeist has been “a 
conservative force that demanded that originality remain responsible, that it be 
grounded on evidence and available knowledge” (p. 62). Without some grounding, 
you have only originality, or in Boring’s terms, cranks and paranoid enthusiasts. Boring 
defi ned these as highly original people whose work is worthless, albeit original. Note 
the implication being that originality is not inherently good and valuable. It can be 
quite good, but it also can be worthless. The same claim is made in Chapter 11, when 
creativity is defi ned. There originality is described as necessary but not suffi cient for 
creativity. It is not suffi cient because some originality is worthless. This is the dif-
ference between the cranks identifi ed by Boring (1971) and malevolent creativity. 
The latter has some value, albeit value only for violent or dishonest groups. Boring 
also described a total lack of originality. This is plagiarism, which of course indicates 
that one individual merely copies another.

A GENIUS AHEAD OF HIS OR HER TIME?

Anticipated discoveries may be taken as evidence of the impact of Zeitgeist. Again 
quoting Boring’s (1971) infl uential paper, “Not only is a new discovery seldom made 
until the times are ready for it, but again and again it turns out to have been antici-
pated, inadequately perhaps but nevertheless explicitly, as the times were beginning 
to be ready for it” (p. 55). It was for this reason that Albert (1975), in another seminal 
paper, concluded that “there is no such thing as genius before its time.” A highly 
creative idea or invention may refl ect genius but no one recognizes it unless it is a 
part of Zeitgeist and something that people will appreciate. This view of creativity 
depends on attributions of creativity by judges or groups. There are concerns about 
this line of thought, as we saw in Chapter 5.

Csikszentmihalyi (1990) held a similar view about attributions and for that 
reason rephrased the common question, “who is creative?” to “where is creativity?” 
His description is a systems theory of creativity, because it describes how creative 
efforts may begin with an individual but are not recognized unless they eventually 
infl uence a fi eld (people working in that area) and then a domain (the discipline or 
area, such as physics, art, mathematics, or design). As a domain changes, individuals 
change as well, and they will think in a fashion that is consistent with the new ideas 
in the domain. The information within a domain can be seen as a part of Zeitgeist.

MULTIPLE DISCOVERIES AND SIMULTANEITIES

Zeitgeist is also apparent in shared insights and multiple discoveries. Boring (1971) 
described these as near-simultaneities and near-synchronisms. Whatever the label, these 
occur when two or more individuals or teams discover something at nearly the same 



Box 7.5
Systems Theory Answers, “Where Is Creativity?”

Boring (1971) described the “single scientist as an organic system  .  .  .  a discov-
ery machine, with a certain input from the literature and from other forms of 
social communication and also  .  .  .  from nature” (p. 57). Boring felt that 
Zeitgeist was like a stream, fl owing such that “Zeitgeist, of course, inevitably 
infl uences the conception of the Zeitgeist” (p. 57).

Several others also have used the analogy of a system to describe the crea-
tive process. For Csikszentmihalyi (1990), the system has the individual 
working within a fi eld and a domain. Ideas and values may be proposed by an 
individual but are not creative, in this theory, unless they infl uence a fi eld and 
eventually a domain, in which case they may, in turn, infl uence other individu-
als working in that area. The deemphasis on the individual led Csikszentmihalyi 
to propose that “where is creativity?” is more important than “who is 
creative?”

Gruber (1988) described an evolving systems theory of creativity. It is 
developmental, systematic, pluralistic, interactive, constructionistic, and 
experi  entially sensitive. It describes work developing over a long period of time 
and is pluralistic in that the creator may have a number of insights and projects. 
Most important for the present chapter may be that this approach is interac-
tive: “The creative person works within some historical, social, and institu-
tional framework” (pp. 28–29). Also very important is the constructionistic 
nature of the work. That implies that the creator is not a passive recipient of 
experience but chooses and shapes his or her world. The creator is proactive 
and in fact may contribute to the events and works, which in turn, shape 
history.

time without working together. These imply that discoveries are a part of the Zeitgeist 
and therefore available to anyone working in a particular area. This idea is contrary 
to the Great Person theory, which gives credit for discoveries to the talents of some 
extremely talented individual. Simultaneous discoveries are quite numerous. 
Sometimes they are called “multiples,” for multiple discoveries, and sometimes they 
are called simultaneities. Whatever they are called, the examples are numerous. As 
early as 1922 Ogburn and Thomas had identifi ed 148 “contemporaneous but inde-
pendent discoveries or inventions” (Boring 1971, p. 55). More recently Lamb and 
Easton (1984) provided a huge number of examples. Table 7.1 provides a few of the 
more notable discoveries.

One of the more interesting cases of multiple discovery is that of black holes. 
One key player was Subraimanyan Chandrasekhar (Miller 2005; Singh 2005). 
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“Chandra” exemplifi ed contrarianism as well as Zeitgeist. Singh (2005, p. R8) described 
Chandra’s background and behavior:

Chandrasekhar was born in Lahore in 1910, when the British Raj still ruled India. Although he 
grew up among intellectual nobility (his uncle C.V. Raman won the 1930 Nobel Prize in physics), 
he still faced prejudice, as demonstrated by one particular journey. His father worked for the 
railway, so Chandra was always allowed to travel fi rst class, much to the chagrin of an English 
couple who shared his carriage on a trip to Madras. They began complaining and asked that the 
young Indian gentleman be moved to a different carriage, although they expressed relief that 
Chandra at least was wearing Western clothes. This prompted Chandra to leave, but only so he 
could change and return in his traditional attire. He defi antly stood his ground; eventually the 
English couple was moved to a different carriage. (Singh 2005, p. R8)

You can see how easy it is to focus on people rather than on historical context 
and Zeitgeist. Yet Merton (1961) examined the data and concluded that “the pattern 
of independent multiple discoveries is  .  .  .  the dominant pattern rather than a subsidi-
ary one” (p. 110). There are other reasons to question the Great Person approach to 
creative work, in addition to the frequency of multiple discoveries (see Ione 1999; 
Lamb & Easton 1984). The Great Person approach tends to deemphasize social 
infl uence. Even Sir Isaac Newton acknowledged those working before him with his 
famous admission of “standing on the shoulders of giants.”

Stillinger (1991) went so far as to claim that there are no solitary geniuses, no 
“great persons” who work alone and deserve all credit for their creative accomplish-
ments. He detailed the collaborations and lines of infl uence in the work of Keats, 
J.S. Mill, Wordsworth, Coleridge, Ezra Pound, and dozens of others. Infl uence can 
be extremely diffi cult to determine, especially because some of it may not be entirely 
conscious to the creator, and some of it may be intentionally suppressed in an effort 
to suggest originality. Some of it simply is not a part of the historical record.

One provocative implication of these ideas about Zeitgeist, multiple discovery, 
and social infl uence was raised by Ogburn and Thomas (1922). It is the question they 

T A B L E  7.1 Multiple Discoveries

Discovery Discoverers

Calculus Leibnitz and Newton
Logarithms Briggs and Napier
Electricity Franklin and D’Alibard
Evolutionary theory Spencer and Darwin
Light bulb Edison and Joseph Swan
Mouse trap William Hooker and James Henry Atkinson
Safety pin Walter Hurt and Charles Rowley
Black holes Chandrasekhar and Lev Landau



used as the title to their paper, Are Inventions Inevitable? This may be the case, at 
least if Zeitgeist is all-important. If Darwin had not proposed evolutionary theory, 
Spencer would have (and did). Of course, simultaneous discoveries are not always 
identical, which is no doubt why Boring (1971) labeled them near-simultaneities. 
Also, at least in the case of Spencer and Darwin, there was a huge difference in the 
amount of support provided by the creator. Darwin had been working with his data 
for approximately 20 years and had evidence that Spencer did not (Gruber 1981a). 
Additionally, it is probably not an all-or-nothing proposition. Very likely Zeitgeist 
provides information and values, but the “prepared mind” and creative individual 
must come along to develop the insight. Just because the Zeitgeist is ripe does not 
guarantee that someone will make the discovery. Inventions are not, in this light, 
inevitable—at least not if you consider the impact of personality and the various 
motivation, attitudinal, biological, and cognitive factors reviewed throughout this 
volume!

Chance favors the prepared mind. —Louis Pasteur (cite Dietrich 2004)

The origin of the great man is natural; and immediately this is recognized, he must be 
classed with all other phenomena in the society that gave him birth as a product of his 
antecedents. Along with the whole generation of which he forms a minute part, along with 
its institutions, language, knowledge, manners, and its multitudinous arts and appliances, 
he is a resultant.  .  .  .  You must admit that the genesis of the great man depends on the long 
series of complex infl uences which has produced the race in which he appears, and the 
social state into which that race has slowly grown.  .  .  .  Before he can remake his society, 
his society must remake him. all those changes of which he is the proximate initiator have 
their chief causes in the generations he descended from. If there is to be anything like a 
real explanation of those changes, it must be sought in that aggregate of conditions out of 
which both he and they have arisen. —William James, 1880

Zeitgeist may either facilitate creative work and discovery or inhibit them. 
Zeitgeist favors certain domains at certain times. What is valued is apparent in con-
ventions (Boring 1971). These in turn are good when they provide individuals (and 
a fi eld) with the knowledge that allows them to recognize the worth of truly creative 
discoveries and insights. They may be bad when they pressure potentially original 
individuals into conventional—and therefore unoriginal—lines of work and thought. 
Zeitgeist is intimately tied to cultural values, which operate on a larger level but are 
also potentially facilitative or inhibitive.

Signifi cantly, Boring (1971) felt that the bad side of Zeitgeist can be avoided if an 
individual can “remain ignorant of bad knowledge” (p. 57). This may be one reason 
Piaget and Skinner read extensively outside their own fi elds of study (Gruber 1996; 
Skinner 1956). They seemed to be aware of the potential cost of expertise (Minsky 
1988; Rubenson & Runco 1995). The individual might also “resist the Zeitgeist” 
(Boring 1950, p. 57). That is not easy—far from it. It is impossible unless the indi-
vidual is extremely self-aware. The individual needs to know how he or she is infl u-
enced by very general values and expectations, and these are amorphous and typically 
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implicit. They are for most of us invisible, much as the water is invisible to the fi sh. 
You can’t battle an invisible enemy.

TOOLS AND CREATIVITY

Tools and instruments frequently change the Zeitgeist in a dramatic way (Boring 
1971). It may seem to complicate things, given that tools may result from creative 
work, but then subsequently infl uence it. Yet that is exactly what happens. Tools are 
both causes and effects of the creative process.

Tools often accelerate the rate of change. Consider in this regard the fact that 
lenses had been available for hundreds of years, but only in 1608 was the telescope 
invented. It was invented by six or more people independently, all within approxi-
mately one year, shortly after Galileo discovered Jupiter. This in turn caused a shift 
in the Zeitgeist such that there was a keen interest in astronomy and quite a bit of 
discussion about where humans fi t in the universe. Similar changes quickly followed: 
“the invention of the simple microscope, the compound microscope, the Voltaic pile, 
the galvanic battery, the galvanometer, the electromagnet, and recently the electron 
tube—the possibilities opened up by the availability of a new important instrument 
change the atmosphere within a fi eld of science and lead quickly to a mass of valid 
research” (pp. 60–61).

New tools and the work they allow are often resisted. In 1863, Manet’s Le 
Dejeuner Sur L’Herbe was rejected by a jury of the Paris Salon, in part because of the 
style. Manet relied on his palette knife rather than his brush. A more recent example 
of art styles changing after new tools develop involves nano art.

In the musical domain, tools are instruments. Consider Bob Dylan, who was 
initially a folk artist. He heard others play his songs with electric guitars, however, 
and then shocked his fans with an electric concert. Noted rock critic Robert Hilburn 
(2004) put it this way:

Dylan’s career path hasn’t been smooth. During an unprecedented creative spree that resulted in 
three landmark albums (“Bringing It All Back Home,” “Highway 61 Revisited” and “Blonde on 
Blonde”) being released in 15 months, Dylan reconnected with the rock “n” roll of his youth. 
Impressed by the energy he felt in the Beatles and desiring to speak in the musical language of 
his generation, he declared his independence from folk by going electric at the Newport Folk 
Festival in 1965. His music soon became a new standard of rock achievement, infl uencing not 
only his contemporaries, including the Beatles, but almost everyone to follow.

In addition to the suggestion that instruments may be tools of creative work, 
Dylan demonstrates contrarianism in his work. As a matter of fact, in the same 
interview Dylan described the infl uence of folk artist Woody Guthrie, but empha-
sized “you can’t just copy somebody. If you like someone’s work, the important thing 
is to be exposed to everything that person has been exposed to.” More will be said 
about contrarianism in Chapter 10.



Box 7.6
Costs and Benefi ts of Expertise

Experts have extensive knowledge bases. No only do they have a great deal of 
information at their fi ngertips, but the knowledge is richly interconnected, so 
to speak, with numerous useful associations. This provides them with certain 
cognitive skills, such as automaticity. They can, then, deal quickly with infor-
mation, at least “givens” from within their specializations. The knowledge of 
experts is also extremely well organized. It may be hierarchical, with more 
abstract information at the top of the hierarchy and concrete information 
toward the bottom. Note that the expertise is domain-specifi c. Experts far 
exceed others (novices) in their domain of specialization but not outside that 
specialization (Welling, in press).

Simon and Chase (1977) proposed that approximately 10,000 hours were 
needed for most experts to develop this kind of long-term working memory 
and expertise. In their words, “there are no instant experts in chess—certainly 
no instant masters or grandmasters. There appears not to be on record any 
case (including Bobby Fischer) where a person has reached grandmaster level 
with less than about a decade’s intense participation with the game. We would 
estimate, very roughly, that a master might spend perhaps 10,000 to 50,000 
hours staring at chess positions, and a class a player, 1,000 to 5,000 hours. For 
the master, these times are comparable to the times highly literate people have 
spent in reading by the time they reach adulthood. Such people may have 
reading vocabularies of 50,000 words or more.” (2002). If a chunk is a chunk 
is a chunk as to learning time  .  .  .  then we would expect a chess master to have 
a comparable chess vocabulary.

Ericsson (2003b) described modifi able representations, which should 
support certain kinds of creative thinking. These represent information and 
reality but do so in a fashion that, well, can be modifi ed. They are adaptable 
rather than fi xed, rigid, or static, and they allow a kind of fl exibility, which of 
course is quite useful for creative problem solving. Ericsson (2002, p. 41) 
described how “the essence of expert performance is a generalized skill at 
successfully meeting the demands of new situations and rapidly adapting to 
changing conditions.” That adaptability could support creative thinking.

Yet there are potential costs. These result from the intricate knowledge 
bases. Experts know a fi eld so well that they sometimes stop considering the 
details. They make assumptions that no one else would make—but assump-
tions can be costly. This is why professional marginality is not uncommon. 
Then a novice, someone from outside one fi eld, moves into a new fi eld. They 
have the advantage of a fresh perspective and they do not make the same 
assumptions as the experts. Darwin, Piaget, Freud, and many others seem to 
have benefi ted from a lack of expertise in the fi elds where they contributed 
most creatively (evolutionary biology, developmental psychology, and psy-
choanalysis, respectively). There seem to be costs and benefi ts to expertise.
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The Invention of the Zero

In the domain of mathematics, numbers are tools. Even the zero is a tool. Lau 
(2005) put it this way: “To create, in some way, can mean to come up with 
something from nothing. When we think of nothing, we think of zero.” Most 
important was his short history of the zero. Apparently, long ago, at least in 
golden ages, there was no need for a zero, in part because they saw no need to 
represent something that did not exist. Numbers were used, often by traders, 
but if they had no sheep, they said they had no sheep. The zero was not needed. 
The Greeks adopted various mathematical concepts of the Babylonians and 
Egyptians, and added to geometry, but they had diffi culty with the zero, espe-
cially in the sense of adding nothing to something or measuring something 
that had zero length, width, or volume. Most problematic was division, given 
the undefi ned result, but multiplication was not much better. You actually erase 
a number if you multiply it by zero! Lau felt this was both mathematically and 
philosophically diffi cult. This is because the zero is tied to concepts of noth-
ingness, emptiness, and the like, but those things were not compatible with 
that era’s Zeitgeist. “As a result, they decided not to accept zero.” In India, the 
story was quite different. They were philosophically comfortable with the 
concept of the zero, as well as emptiness, nothingness, and infi nity. Lau felt 
that allowed them to move from geometry to algebra. In addition to showing 
cultural differences in acceptance of the zero and illustrating the function of 
the zero (as a tool), Lau reminded his audience to consider how the Greeks 
may have failed by not altering their mindset. In addition to the idea that the 
zero is a tool, there are lessons in Lau’s brief history about Zeitgeist apparent 
in the infl uence of philosophy on mathematics.

Burke (1995) implied that tools and instruments provide a new and deeper 
perspective on our lives. He looked carefully at the recent past and described 
how “during that time we have carried with us and cherished beliefs that are pre-
technological in nature. These faiths place art and philosophy at the center of man’s 
existence, and science and technology on the periphery. According to this view, the 
former lead and the latter follow. Yet  .  .  .  the reverse is true. Without instruments, 
how could the Copernican Revolution have taken place? Why are we taught we gain 
insight and the experience of beauty only through art, when this is but a limited and 
secondhand representation of the infi nitely deeper experience to be gained by a direct 
observation of the world around us?” (p. 295).

Just below we explore Burke’s (1995) ideas about trigger effects. Tools may trigger 
dramatic changes. But fi rst we should consider the downside of tools. Weapons were 
mentioned already, and they exemplify the potential downside of new inventions. Yet 
as Tenner (1996) noted, a large number of actual tools (and many aspects of technol-



ogy) often create more problems than they solve. Tenner’s book is titled, Why Things 
Bite Back: Technology and the Revenge of Unintended Consequences. If anyone has experi-
enced a computer crash and loss of data, they have experienced one of the common 
examples of this. The computer HAL in the book and movie 2001: A Space Odyssey 
is another example, albeit as of yet a hypothetical one. The numerous examples of 
information overload can also be cited at this point, for it, too, is a product of modern 
society and can stifl e our creativity and undermine our health (Elkind 1981). No 
wonder some societies do not believe in linear progress (Hann 1994)!

Information Overload

People of all ages are overloaded with responsibilities, options, and informa-
tion. Wurman (1989) reported that “More new information has been produced 
in the last 30 years than in the previous 5,000.  .  .  .  The total of all printed 
knowledge doubles every 8 years.  .  .  .  Inundated with technical data, some sci-
entists claim that it takes less time to do an experiment to fi nd out whether or 
not it has been done before  .  .  .  About half of the U.S. workforce has a job that 
is information related.  .  .  .  The number of components that can be contained 
on a computer chip is doubling every 18 months.” If these things do not impress 
you, consider the fact that the average American newspaper has more than 
doubled in the past 20 years. There are well over 125 long-distance telephone 
companies—in California alone. There are approximately 1,500 television sta-
tions available as well. Remote controls for your VCR or DVD player often 
have 40 or 50 buttons—that is just the remote control. The instruction manual 
for them is also typically over 50 pages. And how many remote controls and 
owners manuals do you have? Dozens no doubt.

LAMARCKIAN EVOLUTION AND CHANGE

Historical and cultural changes are occurring at a faster and faster rate. Tools 
may contribute to this, but that is only part of the story. Acceleration is unavoidable, 
at least for cultural evolution. Biological changes may be mostly gradual and slow 
(Wilson 1975).

Charles Darwin described biological evolution and noted that great expanses of 
time were necessary. This was in part because changes (“adaptations”) are not retained 
as soon as they appear. It takes long, long periods of time for “the survival of the 
fi ttest” to select those species that have best adapted. But that view applies only to 
biological change; social, cultural, and technological change does not require the 
same huge expanses of time. Once a technology is introduced into society, for 
example, it is maintained. Computer chips did not need to be invented again and 
again; once was enough. (Actually, twice was enough, given that two people invented 

 L A M A R C K I A N  E V O L U T I O N  A N D  C H A N G E  229



230 7  �  H I S T O R Y  A N D  H I S T O R I O M E T R Y

them at nearly the same time. Chips were included on our list of simultaneous dis-
covery.) Further, many inventions and innovations are generative. Again consider the 
computer chip, for it led to the subsequent invention of hundreds of other advances. 
That is Lamarckian evolution and advance (as described by Jean Baptiste de Lamarck, 
an immediate predecessor of Darwin’s).

The Acceleration Metaphor

The metaphor of acceleration has been challenged by some  .  .  .  and rightly so.  .  .  .  It is not 
grounded in fi n-de-siecle nostalgic imaginings, nor in post-modernist “space-time com-
pression,” nor in alarmist futurology. It refers rather to the very concrete, rapid, and dra-
matic changes that have affected the lives of ever-greater numbers of people in the course 
of the 20th century.  .  .  .  These changes can be approached in any number of ways, all of 
them controversial. The imminence of demographic catastrophe has been preached since 
Malthus. Environmental concerns have also become an important preoccupation.  .  .  .  
(Hann 1994, pp. 1–2)

This description of historical change shows how diffi cult it is to extricate the 
historical perspective on creativity from discussions of culture. As a matter of fact, 
in some ways that is an undesirable thing to do. If historical factors are separated 
from cultural factors, the resulting models and theories are not very realistic. In this 
chapter these factors are often separated, but that is only for clarity, so the discussion 
can focus on one thing at a time. It is important to keep their interplay in mind.

DOMAIN DIFFERENCES AND DOMAIN-SPECIFIC MICROGEISTER

Changes are even apparent in the breadth and function of a Zeitgeist. Each 
Zeitgeist probably had broader infl uence in history compared to the present. Yet that 
is no longer the case. Even that has changed! Now there are clear domain differences, 
even within an era or culture. These are microgeister.

No longer do scientists all share the same particular concerns and values (the 
“spirit” in Zeitgeist) as artists, as they did in previous centuries. Historically the 
various domains and fi elds were smaller, more contiguous, and more similar. Science 
did not at that point rely so heavily on technology—just to name one obvious example 
of how current science differs from historical science, and from most forms of con-
temporary art. Now it appears that artists may have their own concerns, and scien-
tists their concerns. These are far from identical, as you would expect if there was 
one overarching Zeitgeist. Perhaps the best evidence of the difference is the fact that 
art and science are out of sync. Artists seem to concern themselves with particular 
issues, and only later do scientists develop the same interests. Manet’s art anticipated 
Niels Bohr’s and Einstein’s ideas about physics and relativity—by 40 years. Many 



examples of art foreseeing scientifi c concerns were identifi ed by Shlain (1991) and 
Boorstin (1992). The former wrote, “Literature, like her sisters, music and the visual 
arts, also anticipated the major revolutions in the physicist’s world view” (p. 290).

The media (TV, radio, Internet, news services) probably change the current 
Zeitgeist. Although I do not have any evidence for this, if you think about Zeitgeist 
being spirit of the times, which was alive and well before the advent of the Internet, 
television, and other forms of mass media, the spirit must have been communicated 
and in conversation and shared values. These days, however, communication is so 
quick and broad that someone in one part of the world can actually observe what is 
going on in other parts of the world. You might think that this would just quicken 
the pace or spread of the values of a particular Zeitgeist, but actually could change 
them. No wonder, then, many artists, or at least novelists, believe that because of 
movies and television, reality now imitates fi ction rather than the other way around 
(Perez Reverte 2002, p. 270)!

CREATING OUR SENSE OF SELF

Surely one of the most important creations of history involves our sense of self. 
Boorstin (1992) cited the invention of the essay, various confessions (e.g., Rousseau’s 
from 1766) and apologia and autobiographies (e.g., Benjamin Franklin’s, from about 
the same time), poems, and even political statements (e.g., the Declaration of 
Independence) as examples.

Florida (2004) also described the creation of our sense of self. In his words,

Modern life is increasingly defi ned by contingent commitments. We progress from job to job 
with amazingly little concern or effort. Where people once found themselves once bound together 
by social institutions and formed their identities in groups, a fundamental characteristic today is 
that we strive to create our own identities. It is this creation and recreation of the self, often in ways 
that refl ect our creativity, that is the key feature of creative effort. In this new world, it is no 
longer the organizations we work for, churches, neighborhoods, or even family ties that defi ne 
us. Instead, we do this ourselves, defi ning our identity along the dimensions of our creativity. 
(p. 7, emphasis added)

This “creation of our sense of self” is a dramatic example of everyday creativity. 
Creativity often can be categorized as artistic, mathematical, musical, verbal, or as 
fi tting neatly into a well-recognized domain, but sometimes it is much broader and 
more workaday (Runco & Richards 1997).

ECONOMIC CHANGES INFLUENCING CULTURE AND HISTORY

Florida’s (2004) perspective on creativity is largely economic, but his fi ndings 
describe cultural and historical changes. Consider, for example, his description of 
the means by which the United States became a world power. In his words, “it built 
the most powerful and dynamic economy in the world, and it did so largely by build-
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ing creative strength: by eagerly fostering the birth of new industries, by maintaining 
a free and open society, by making massive investments in creativity (such as higher 
education, scientifi c research, and culture), and most of all, by drawing waves of 
energetic, intelligent people from all over the world to its shores” (p. xxiii). Note the 
interplay of societal values, economics, and historical forces.

Economic factors of various sorts infl uence historical change. Florida (2004), for 
instance, believes that “as nations’ economies advance, the values favored by their 
people tend to shift along two scales. They move from “traditional” values (marked, 
for instance, by respect for civil and religious authority) toward more “secular-
rationale” (freethinking) values, and from “survival” values (favoring fi nancial and 
social stability) to “self-expression” values favoring individual’s right to express them-
selves” (pp. xxiv–xxv). This is entirely consistent with Boorstin’s (1992) division of 
history into three phases, beginning with “creative man,” moving to “creation of the 
world,” and then to “creation of self.”

Murphy (1958) referred to the spasms of creativeness, which were found when 
society had surplus resources, leisure time, and “a social class that cares more about 
discovery of the new than about conquest” (pp. 144–145). This ties economics with 
attitudes and Zeitgeist.

The Clockwork Muse

The economic perspective implies that creativity is predictable. Simplifying, the 
premise is that there are specifi c infl uences on creativity (e.g., affl uence), and when 
these all come together or point in the same direction, creativity is likely. A second 
perspective also assumes creativity is predictable. This is Martindale’s (1990) theory 
of the clockwork muse.

Martindale (1990) examined data from a variety of domains, including French 
poetry, American short stories, classic Greek work, operas, cathedrals, prints, so on, 
and concluded that in order to maintain a level of arousal and to fulfi ll basic needs, 
artists tend to rely on two complementary processes. First, individuals explore style, 
changing the rules and structure of their domain, and the specifi cs of how ideas are 
expressed. After a time stylistic opportunities are exhausted, and there’s a need 
for a change in content. Martindale describes this as a matter of an increase in pri-
mordial content. This parallels the idea of primary process in its lack of inhibition 
and primitive nature. Primordial thought is dedifferentiated, associationistic, and 
undirected.

Catastrophe and Opportunity

Then there are unpredictable infl uences on creativity. Catastrophes, for example, 
are largely unforeseen and defi nitely precede many creative changes in history. 
Daniel Boorstin (1992), retired Librarian of Congress, reviewed a huge number of 
creative events and found each to follow a catastrophe. The destruction of cities by 



fi re, for example, allows new and creative architecture. Boorstin also identifi ed 
opportunity and technology as historical conditions for creativity. There is, then, a 
parallel on the micro- and macro-levels of analysis in that catastrophes frequently 
infl uence the creativity of individuals as well as societies. Creative individuals often 
speak of the trauma or tension in their lives that motivated their creative efforts.

The same can be said about opportunities. They, too, operate on micro- and 
macro-levels. This may be why renaissances are localized. They not only occur at 
one point in time, they also occur in one location. The renaissance city or state may 
not only share values and appreciate creative work, but it may operate such that crea-
tive people have the opportunities to use their talents.

This in turn reinforces the economic perspective, for opportunities are some-
times fi nancial. A creative individual may move to a particular city because they feel 
comfortable there (there is high tolerance), but also because they can do their intrin-
sically motivated work and be paid for it! But it is also not just about money. Again 
quoting Florida (2004), “creative people  .  .  .  don’t just cluster where the jobs are. 
They cluster in places that are the centers of creativity and also where they want to 
live. From classical Athens in Rome, to Florence of the Medici and Elizabethan 
England, to Greenwich Village and the San Francisco Bay Area, creativity has always 
graduated to specifi c locations” (p. 7). Interestingly, he emphasized the three Ts: 
technology, tolerance, and talent. Creative people may indeed prefer or even require 
a tolerant Zeitgeist and society. They are, after all, unconventional and sometimes 
even rebellious. Clearly there are implications of these ideas about tolerance and 
opportunity for organizations, schools, and the family. Some of these are described 
in Box 7.7.

CREATIVITY IN PORTLAND, OREGON

Portland, Oregon is supporting its artists and other “creatives.” Perhaps the 
Zeitgeist is changing. Certainly the costs are diminishing and the benefi ts are improv-
ing. Here is how Bulick (2005) put it:

In Portland, as in developing cities around the world, artists have played a vital role in animating 
neighborhoods in their search for inexpensive, fl exible space to live and work in. In the now-
familiar cycle, shops, restaurants and residents soon follow, more upscale development occurs and 
artists are forced out by escalating rental rates.  .  .  .  In New York City, where the “Soho syndrome” 
was coined, artists have migrated to the outer boroughs and to places such as Newark, which initi-
ated live/work space development specifi cally to attract artists. In Portland  .  .  .  the buzz on the 
street is that some young creatives are deciding to leave. Portland needs more—and more afford-
able—spaces for creativity to fl ourish as a vital resource for our economy and livability.  .  .  .  The 
city should become a pro-active partner with private developers, the philanthropic community 
and the nonprofi t cultural sector to develop live/work spaces, studios and cultural facilities while 
property values and available building stock still permit it.  .  .  .  What’s at stake? Well, The Orego-
nian has provided ample coverage of Portland’s recent success in attracting the so-called creative 
class—the young designers, software engineers, artists and other knowledge workers who are 
creating new enterprises and sustaining the most potent sectors of our economy. This infl ux has 
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Box 7.7
Economic Theories of Creativity

Economic concepts are very useful for explaining some of the fl uctuations that 
occur from era to era, in creative activity and many other domains. Even the 
most basic economic concepts, cost and benefi t and supply and demand, have 
good explanatory power. Take a renaissance: At that point in history many 
segments of a given population were creative and innovative. Why? Because 
there was an obvious benefi t, and the demand was high. Society appreciated 
and rewarded creative efforts. Moreover, the costs were low. The result is an 
increase in the supply of creativity. Although this may sound simplistic, keep 
in mind that this is an attractive feature in theories: they have explanatory 
power but are parsimonious. Also keep in mind that these economic concepts 
do not just apply to the exchange or fl ow of cash. They also explain psycho-
logical tendencies. Indeed, Rubenson and Runco (1992, 1995) developed a 
psychoeconomic theory of creativity with exactly this in mind. It relies on 
economic concepts, including those given earlier, but is applied to tolerance 
and social stigma, divergent thinking, and ideation. The notion that “the cost 
of creativity is low” during a renaissance implies that there is little social 
stigma to being unconventional and creative. There is, then, a high tolerance 
for creativity. That is not always the case: frequently creative behaviors are 
costly. An individual can be alienated for them, in which case there is a cost 
for being creative. Consider in this regard a highly creative child in the ele-
mentary grades. If he or she is too unconventional and creative, classmates 
may not be all that comfortable. Worse, the teacher may not be appreciative. 
After all, creative behaviors are not always a part of what teachers consider to 
be “the ideal child” (Dawson et al. 1999; Runco 1984; Torrance 1995). Perhaps 
in a renaissance a creative child is appreciated and even placed in an appren-
ticeship with great promise of a productive and lucrative career. In that way 
the costs are low and benefi ts are high for creativity.

helped fuel an explosion of energetic, artist-run organizations that are putting Portland on the 
international map as a Mecca for creativity.  .  .  .

Note his suggestions about economics. This makes perfect sense, but may come 
as a surprise to anyone who believes that creative efforts are always intrinsically 
motivated. And apparently it is a two-way street, or what is described elsewhere in 
this volume as bidirectional. Creative individuals are drawn to cities and places where 
they can afford to work (they receive support), and in turn contribute to the city and 
local economy. Bulick (2005) was very clear on these points:

And what makes Portland attractive to these young creatives? The answer is a tolerant, progres-
sive civic culture and a user-friendly, dense urban core close to nature—and the presence of other 



talent. But anyone who has asked young creatives what is most important to them has heard 
resoundingly: “Cheap, fl exible space!” Other communities have developed strategies to attract 
and retain creative talent. A cultural planning process I facilitated in Santa Cruz, Calif., in 1999 
cited the urgent need to develop cultural space before it became unavailable and unaffordable. 
The city is now leading a major effort to redevelop an old tannery into artist studios, housing, 
performance halls and galleries.  .  .  .  Similar projects include the Torpedo Factory in Arlington, 
Va., and—surprisingly—one that is on the drawing board in Vancouver, right next door. Prince 
Georges County in Maryland formed a public/private partnership to develop the Gateway Arts 
District to include artist housing, studios, an African American museum, offi ce space and galler-
ies. Minneapolis has used its redevelopment tools to provide support for a variety of cultural 
facilities, including more than two dozen smaller, neighborhood-based projects focusing on eco-
nomic development and revitalization. St. Paul, Minn., founded Artspace, a nonprofi t cultural 
space development entity, to address the need for artist live/work spaces there—and to leverage 
private philanthropy into the equation.  .  .  .  Portland is lucky to have some developers with long-
standing commitments to providing inexpensive space for artists. Some are eager to ramp up 
adaptive reuse of Portland’s remaining warehouse stock to meet the growing need if zoning and 
fi nancing can be expedited. Public offi cials also are beginning to recognize the critical need to 
develop cultural space.  .  .  .  So why the fuss? Because, as this issue emerges into civic conscious-
ness, it must be fully understood and vigorously debated. Accelerated development of creative 
space is an economic development and livability issue paramount to the future of our commu-
nity—and even our ability to retain the jobs and tax base needed to address other critical urban 
issues such as education and social welfare.  .  .  .  Portland needs to assure that it can continue to 
attract and retain the creative talent needed to shape our future prosperity and quality of life.

Creativity is tied to quality of life, and in a general way. Communities that attract 
and support creative individuals will benefi t. The benefi ts are not just for the creative 
persons themselves; they are larger than that. There are social and cultural benefi ts 
to creativity.

SERENDIPITY

Creative works and attitudes are not always predictable. They may sometimes 
be quite unpredictable. Creativity may sometimes be signifi cantly infl uenced by 
serendipity, chance, and accidents.

Creative inventions and ideas often are found by accident, or at least with some 
unintentionality. Table 7.2 lists some examples (also see Foltz 1999).

Burke (1995) emphasized serendipity and accidents in his theory of connections. 
He noted, for example, that “a self-educated Scottish mechanic once made a minor 
adjustment to a steam pump and triggered the whole Industrial Revolution” and 
“thanks to a guy working on hydraulic pressure in Italian Renaissance water gardens 
we have the combustion engine” (p. vii). Burke also described how varied infl uences 
may be. As he put it “one thing leads to the discovery of another” (p. 289). He gave 
quinine, dye, and the electromagnet as examples of this kind of convergence. It is 
almost a cumulative thing, but it is not linear. The contributions are sometimes quite 
diverse. The key word is connections, for Burke’s analysis uncovered fairly remote 
infl uences, as they connect one after another, often leading to dramatic innovations 
and results.
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Burke (1995) acknowledged that people sometimes intend to change the world 
and innovate. Thomas Edison is an excellent example of this. Edison very intention-
ally focused on invention and innovation.

WAR AND RELIGION

War and religion are also “major stimulants to innovation” (Burke 1995, p. 290). 
Every extensive analysis of creativity through history has had something to say about 
both (Boortin 1992; Burke 1995; Simonton 1983). Burke (1995) described how “the 
use of the cannon in the 14th and 15th centuries led to defensive architectural devel-
opments which made use of astronomical instruments that became the basic tools of 
mapmaking. The introduction of the stirrup, and through it, the medieval shock 
troop, helped to change the social and economic structure of Europe” (p. 290). The 
military still has an enormous R&D budget, and the results are apparent outside the 
battlefi eld.

One implication of Burke’s (1995) observations about connections, convergence, 
religion, and war is that there is no one path to creativity. Various creative works 
have resulted from diverse historical pathways; no one pathway characterizes all 
creative insights and inventions. Some of these connections and infl uences may seem 
to be fairly linear, especially if they follow a nice neat chronology, but more often 

T A B L E  7.2 Accidental Discoveries

Bread
Corn and wheat fl akes
Wheaties
Coffee
Cracker jack
Crepes suzette
Ice cream soda
Peanut brittle
Raisins
Vinegar
Worcestershire sauce
Kites
Crack in the Liberty Bell
Microwave oven
Licorice Allsorts
Ether and nitrous oxide
Quinine
Saccharin
Sucaryl
Nutrasweet
Avon cosmetics
Buttons on jacket sleeves

Cellophane
Dry cleaning
Dyes for fabrics
Masonite
Matches
Microwave cooking
Rayon
Stainless steel
Liquid paper
Modern paper
Qwerty
Arc welding
Bakelite
Fingerprinting
Gravity
Photography
Telephone
Celluloid
Guncotton (nitrocellulose)
Nitroglycerin
Dynamite



than not, the infl uence is nonlinear. In either case many creative products refl ect a 
progression of inventions that eventually culminates in some über invention. Burke 
described the telephone as an integration of previous inventions. The telephone, for 
example, refl ected the contributions of Leon Scott, Michael Faraday, H. C. Oested, 
Andre Ampere, William Sturgeon, Hermann von Hemholtz, and of course Alexander 
Graham Bell (Burke 1995, pp. 78–79).

For Burke (1995), the steps in a connective progression may involve everyday 
creativity. He is quite explicit that history is infl uenced dramatically by each of us. 
For Burke, history is about everyman (or everyperson, to use the modern and non-
sexist label). He put it this way: “In some way or another, each of us affects the course 
of history  .  .  .  ordinary people have often made the difference” (p. vii). This separates 
Burke’s approach from the historiometric approach, described later.

Porter and Suefeld (1981) described how war might lower creativity but civil 
unrest might increase it. The impact of war, according to Porter and Suefeld, resulted 
from “fear for those involved or one’s own life, a threat to one’s values, and economic 
hardship” (p. 327). Civil unrest, on the other hand, supposedly allowed information 
to fl ow within the society and is generally a more fl exible Zeitgeist. There is 
more sharing, which can be conducive to creative work. Individuals are not afraid to 
express themselves.

TRIGGER EFFECTS AND EMERGENESIS

The path among connections is clearly nonlinear when it contains “triggers.” 
These are inventions that lead to a diverse set of subsequent insights and inventions. 
Burke (1995) referred to the Trigger Effect because he felt it was relatively common 
throughout history, and a very important part of the process. In Burke’s (1995, p. 45) 
words, “When Enrico Fermi, an Italian immigrant to the United States, and his 
colleagues triggered the world’s fi rst atomic pile in Chicago in 1941, science opened 
Pandora’s Box. Out of it came new ways to healing, new tools with which to study 
the structure of the universe, the potential for virtually free electric power—and the 
atomic bomb.”

Recall here what was said earlier about historical records and inferences. 
Sometimes there are large gaps in the connective pathway. These are artifacts of the 
historical method; our knowledge of history is limited and biased (Runco 1993d). In 
addition, just as there seems to be a jump in an individual’s thinking when he or she 
has an “a-ha” insight, so too are there moments when inventions and innovations 
seem to be emergent. Emergenesis occurs when something is not directly tied to 
previous conditions, at least in a simple linear manner. It is as if the creative result 
is more than the sum of the preexisting contributions.

Perhaps we could explain emergent creativity if we had complete and unbiased 
historical information. This, too, would parallel what we know about the insights 
produced by individuals; they tend to be explicable and protracted rather than sudden 
and truly out-of-the-blue (Gruber 1981b). For now, our historical analyses must 
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accept gaps and unknowns. Hindsight is not always 20-20, nor can we go back and 
collect more historical data from the past.

MATTHEW, PYGMALION, AND FOUNDER EFFECTS

Religions have had dramatic impact on history and apparently can infl uence 
creativity, both for the good or the bad (see Box 7.8). The material in Box 7.8 allows 
us to segue to an important phenomenon (or what behavioral scientists prefer to call 
an “effect”), observed through history but with a Biblical moniker. Did you ever hear 
the expression, “the rich get richer”? It is true through history, including the creative 
domains, and is called the Matthew Effect, after that book in the Bible.

Merton (1961) took that term from the Bible’s book of Matthew and used it to 
explain why “the rich get richer” in scientifi c research, with individuals who produce 
a large quantity of work tending to continue producing at a high rate, and those who 
have some impact on their fi eld tending to have continued impact. This effect has 
empirical support in research on citations and publications. It is important in part 
because it reminds us that part of the creative process is subjective and dependent 
on the judgments and attributions given by one’s audience.

It might sound like a description of investment trends—and it is, for that matter, 
but it is also true of those who perform in a creative fashion. Individuals who achieve 
a little bit in a creative fi eld tend to continue to achieve throughout their careers. 
The rich get richer. It is also important in educational settings. Walberg and Stariha 
(1992) described Matthew Effects wherein students who start their educations with 
successes are likely to continue achieving academically. This makes great sense 
because a child who stands out will attract the attention of his or her teacher, and 
that individual will no doubt look to that child for continued achievement. In this 
light it is consistent with the so-called Pygmalion Effect, which shows how expecta-
tions of teachers can lead to actual changes in behavior of students. (Pygmalion, the 

Box 7.8
Creativity and Religion

Religion often is mentioned along with war as an example of very general 
historical infl uence on creativity. Religious beliefs may operate like Zeitgeist, 
infl uencing the thinking of large groups. Interestingly, many religious leaders 
of the past have been contrarians (e.g., Jesus, Gandhi). Yet the effects are not 
always benefi cial. Dacey and Lennon (1998, pp. 18–19), for example, suggested 
that the Greeks were more innovative than the Romans, even though they 
preceded them, because of the constraints and restrictive thinking of 
Christianity.



king in a Greek myth, fell in love with a statue, which Aphrodite then brought to 
life.)

This might be explained in terms of talent. After all, it takes a talented individual 
to accomplish that fi rst small thing, and it takes talent to continue to accomplish 
similar or grander things. Yet the Matthew Effect may also refl ect attributional 
tendencies and the power of expectations. Artists who suggest a new perspective, for 
example, often attract a great deal of attention for that suggestion, and then may just 
keep on attracting attention even if they do very little from that point forward. 
Scientists who win important prizes may be widely read, regardless of the quality of 
their subsequent work. It may be that a creator’s name has a signifi cant impact on 
the reception of their work, and someone can make a name for themselves with one 
great creative production.

For this reason Nicholls (1983) described the Founder Effect (also called the 
Historical Priority Effect). This is apparent when an individual who initiated a line 
of work continues to gain credit, even if they did not have much of a reputation before 
and even if they “discovered” or proposed only one infl uential idea. Banting, discov-
erer of insulin, is a clear example.

THE INDIVIDUAL IN HISTORY

Creativity is complex, and for that reason accurate explanations of it are also 
complex. There is no one causal agent or determining factor. This was apparent in 
Chapter 3: There, both nature and nurture together determined creative potentials 
and performances. History is also multivariate. There are general pressures, like 
Zeitgeist, but also infl uential fi gures. Indeed, many historical pressures operate spe-
cifi cally through individuals. Historical changes, especially the paradigm shifts, 
sometimes begin when an individual offers an original idea. That may refl ect Zeitgeist 
and context, and it may not go very far without subsequent social, cultural, and his-
torical conduits. But the individual is involved in the process.

So far in this chapter we have examined a variety of historical factors, and now 
we turn to the study of individuals as they have infl uenced history. Much can be 
learned about historical factors from the study of individuals. As May (1975, p. 52) 
described it, creativity and imagination “reveal the underlying psychological and 
spiritual conditions of their relationship to their world; thus in the works of great [crea-
tors] we have a refl ection of the emotional and spiritual condition of human beings in that 
period of history” (May 1975, p. 52, italics added).

There is a rich literature on creative historical fi gures. A huge number of biog-
raphies, autobiographies, psychohistories (e.g., Erikson 1958; Freud 1989; Gedo 1980) 
have been published about famous creative people. They may provide the most telling 
information about historical phenomena which are diffi cult to examine directly. 
After all, how do you measure Zeitgeist? It may be that the qualitative perspective of 
many biographical sorts of studies is particularly useful for historical phenomena, 
which are diffi cult to measure in an objective fashion. These biographies and case 
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studies are also useful for hypothesis generation. They may suggest predictions that 
could then be examined in empirical investigations with larger groups. This is not 
to say that a qualitative study is valuable only for hypothesis generation. General-
izations should await studies with larger groups and controls, but generalizations are 
not the only objective of empirical science.

To the degree that these are qualitative rather than quantitative, case studies 
suffer from the methodological pitfalls of other qualitative studies. They also are by 
defi nition single-subject research designs, although typically they are not really 
designed research in the sense that you would see it in experimental psychology 
textbooks. They do typically involve single cases. Sometimes patterns can be found 
among single cases, which is one justifi cation for qualitative research and inductive 
science. Another was noted earlier: Qualitative studies allow the study of qualitative 
phenomena.

Psychohistory is not mere biography. Biographies prepared by historians—where 
the emphasis is on the individual’s actual behavior and historical context—sometimes 
refer to psychological processes and interpret behavior from a psychological perspec-
tive. Psychohistories are prepared by individuals whose primary interest is in psy-
chology, or perhaps psychiatry. Freud himself presented biographical studies of 
Leonardo da Vinci, and Erik Erikson did much the same for Martin Luther. Of 
course most biographical and autobiographical investigations fall somewhere between 
these two extremes, the purely historical and purely psychoanalytic, but again it 
would be diffi cult to attempt to classify every investigation with absolute certainty. 
Fortunately, it is not necessary to classify the various investigations.

The biographical investigations that are of the most use to creative studies are 
probably those that have been prepared by individuals with a strong background in 
the existing creativity literature. They are the most likely to note and interpret the 
variables that other research has deemed to be pertinent. This not only insures that 
the biography is of interest to individuals who study creativity; it also offers an indi-
rect validation because the variables discussed have been demonstrated to be relevant 
in other research or by other individuals. Table 7.3 gives a list of this kind of case 
study.

Howard Gruber refi ned the case study technique (Davis et al., in press). Not 
surprisingly, then, two of the best examples of this methodology are Gruber’s book 
on Charles Darwin (Gruber 1981a) and his work on Jean Piaget (Gruber 1996). Doris 
Wallace has used this theoretical perspective in her work on the novelist Dorothy 
Richardson (Wallace 1991). (Richardson was a primary fi gure in developing the 
stream of consciousness technique for literature.) Wallace and Gruber (1989) pre-
sented 12 case studies in one edited volume. This all adds up to a very good picture 
of Gruber’s (1988) evolving systems theory of creativity.

This approach also was used in a detailed case study of the Indian Mathematician 
Tagore, winner of the 1913 Nobel Prize for Literature (Raina 1997). Raina was 
explicit about the constructive perspective, which is sensitive to phenomenological 
details as well as objective productivity. His case study truly does take sociohistorical 
context into account, as any biographical study should. It is especially good reading 



T A B L E  7.3 Biographies and Case Studies

Martha Graham (Root-Bernstein et al. 1993, 1995)
Emily Dickenson (Ramey & Weisberg, in press)
Karl Popper (Kurz 1996)
Piaget (Gruber 1996)
John Cheever (Rothenberg 1990)
Paul Klee (Pariser 1991)
Pablo Picasso (Gardner 1993; Pariser 1991)
Lautrec (Pariser 1991)
Dorothy Richardson (Wallace 1991)
Benjamin Franklin (Mumford 2002)
Rabindranath Tagore (Raina 1997)
Shakespeare (Simonton 1999b)
Anne Sexton (Sanguinetti & Kavaler-Adler 1999)
George Bernard Shaw (Tahir 1999)
Beethoven (Hershman & Lieb 1998)
William James (Osowski 1989)
Einstein (Gardner 1993; Miller 1992)
Piaget (Vidal 1989)
Anais Nin (John-Steiner 1997)
T. S. Eliot (Gardner 1993)
Sylvia Plath (Lester 1999)
Wright brothers (Jakobs 1999)
Bronte sisters (VanTassel-Baska 1999)
Lewis Carrol (Morrison 1999)
Hans Adolf Krebes (Holmes 1999)
Charles Darwin (Gruber 1981a; Keegan 1999)
Georgia O’Keefe (Zausner 1999)
William Wordsworth (Jeffrey 1999)
Schumann (Weisberg 1994)
Van Gogh (Brower 2003)
Faraday (Tweney 1996)
Benjamin Franklin (Scott et al. 2005)
George Eliot, George Meredith, Arnold Benedict, Virginia Woolf, 

and Charles Dickens (Porter & Suefeld 1981)

because it represents one of the few case studies that focuses on the creativity of a 
non-Western polymath.

Howard Gardner (1993) has also taken a biographical approach in his studies of 
Freud, Einstein, Picasso, Stravinsky, T. S. Eliot, Martha Graham, and Gandhi. Each 
individual represented a distinct domain of talent. Gardner (Gardner & Nemirovksy 
1991) also collaborated on a detailed case study of Georg Cantor. In addition to 
drawing from the creativity literature, these case studies highlight the neuropsy-
chology, cognition, and developmental underpinnings of Gardner’s (1983) theory 
of multiple intelligences. The domains are verbal-symbolic, mathematical, bodily 
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Box 7.9
What’s in a Name?

Some individuals (Michelangelo) are known primarily by a fi rst name, others 
known by their last, and some recognized only with both fi rst and last names. 
This is not really a problem. It is problematic, however, when creative persons 
change their names. According to one popular source, Katsushika Hokusai, 
known in part for his painting of The Great Wave, changed his name over 30 
times (Krull 1995)! Apparently that was the thing to do, then, and consistent 
with the Zeitgeist. Interestingly, The Great Wave is just one work in Hokusai’s 
Thirty-Six Views of Mount Fuji. This may exemplify “deviation amplifi cation,” 
the exploratory strategy often used by artists and creative persons.

Another individual who frequently changed his name was Fernando Pessoa, 
also known as Alberto Caeiro, Alvar de Campos, Bernardo Soares, Ricardo 
Reis, and so on. Pessoa was “Portugal’s major 20th century writer” (Esgalhado 
1999, p. 377). Apparently he developed at least 72 personas, each with its own 
name, and each with a perspective that was captured in Pessoa’s works. This 
change in the nom de plume was in this fashion a large part of his creative 
process. This of course parallels what Root-Bernstein and Root-Bernstein said 
about paracosms and the advantages of them for creative work.

F I G U R E  7.1 Georgia O'Keeffe at an exhibition of her work “Life and Death.” (Copyright 
UPI/CORBIS/Bettmann.)



kinesthetic, spatial, musical, intrapersonal, and interpersonal. Gardner concluded 
that each of these relies on a somewhat different part of the nervous system and 
brain, and that each has an idiosyncratic developmental history. Reviewers of 
Gardner’s work have reacted mostly to his conclusion that famous creators are some-
times childlike, and often self-promoters.

Rothenberg (1997) presented a fascinating biographical study of prize-winning 
author John Cheever. Rothenberg’s perspective is more psychoanalytic, or at least 
clinical, than the previous examples, but especially fascinating in part for that 
reason. He reported, for example, that Cheever seemed to have access to a primi-
tive, uninhibited, preconscious material. This is important specifi cally for crea-
tivity because it may have provided Cheever with especially creative insights, 
options, and ideas. This access to the unconscious is consistent with earlier 
research. Interestingly, the same tendency to look to the unconscious had another 
signifi cant effect: It scared Cheever. This is what a psychoanalyst would expect; 
the ideas and feelings we have below consciousness are often uncensored and 
frightening. One reason we have defense mechanisms is to protect ourselves from 
these fears. The individual who has access to the material that is below or outside 
consciousness may have access to uninhibited and creative ideas, but at the same 
time is going to experience these uncensored and potentially frightening ideas. This 
is one explanation for the disturbances that are not uncommon in the creative 
population.

It also can explain the frequency with which we see alcoholism in creative 
persons (Ludwig 1995; Noble et al. 1993). Cheever discussed the possibility that he 
drank because of the fears just described. Standing back, what is also important is 
that Cheever’s creative skill led to a psychological problem. This is a very clear causal 
pathway, and the direction of causality between creativity and psychological health 
is often debated. Some individuals think that certain unhealthful tendencies, includ-
ing depression or bipolar disorders, contribute to or lead to creative potential and 
creative efforts. Other individuals believe exactly the opposite. A third possibility is 
that there is a factor, perhaps an overinclusive tendency in one’s thinking, which leads 
to both ill health and creative work. In this case, health and creativity are related 

T A B L E  7.4 Domains of Talent and Exceptional Examples 
(Gardner 1990)

Verbal symbolic T. S. Eliot
Spatial Picasso
Interpersonal Gandhi
Bodily-Kinesthetic Martha Graham
Mathematical Einstein
Intrapersonal Freud
Musical Stravinsky

 T H E  I N D I V I D U A L  I N  H I S T O R Y  243



244 7  �  H I S T O R Y  A N D  H I S T O R I O M E T R Y

only because they are individually associated with some underlying characteristic or 
tendency. In statistical terms it would be a “hidden variable” sometimes also known 
as “the third variable problem.” Rothenberg’s work with Cheever supports the view 
that certain emotional and cognitive tendencies come fi rst and lead to creative work 
rather than the other way around. Of course, the causality may be bidirectional. 
There is no reason to assume that only one direction of affect is an operation. Many 
of these ideas, including the role of the unconscious, depression and the affective 
disorders, overinclusive thought, and health, are discussed elsewhere in this 
volume.

Keep in mind that not all biographical studies are reliable and useful. Like all 
historical analyses, a great deal depends on the quality of the information and the 
interpretations of the biographer.

There is a more objective alternative. This is historiometry, which is “the applica-
tion of quantitative methods to archival data about historic personalities and events 
to test nomothetic hypotheses about human thought, feeling, and action” (Simonton 
1999a, p. 815). Nomothetic hypotheses deal with groups and universals. They can 
be contrasted with idiographic hypotheses about individual differences. This approach 
is among the most promising in all creative studies, given its perspective, breadth of 
application, and objectivity. Simonton (1984, in press) has demonstrated how useful 
historiometry is for the study of various historical, political, social, and cultural 
infl uences on genius and talent. It works on several levels. In one report, Simonton 
(1997) examined how war, political instability, political fragmentation, and civil dis-
turbances each infl uence “societal health.” Historiometry can also be applied to 
individuals, as is evidenced by Simonton’s (1999a) studies of Ludwig von Beethoven 
(Simonton 1987), Napoleon (Simonton 1979), and William Shakespeare (Simonton 
1999b).

Shakespeare is an excellent case for historiometry because it uses objective data 
rather than biographical details. Very little is known about Shakespeare himself 
(Simonton (1999b) summarized it in 20 lines of an encyclopedia), but the playwright 
left a corpus of works that can be examined with highly objective historiometric 
techniques. Take Shakespeare’s 154 sonnets. They are formatted in a similar 
Elizabethan fashion (14 lines of iambic pentameter) but vary in their “aesthetic 
success” (Simonton 1999b, p. 560). This is evident by the variation with which the 
sonnets are quoted or included in anthologies. Note the objectivity there: These 
things can be counted. That is the advantage of historiometric techniques. Simonton 
also describes the “variety of themes,” “richer vocabulary,” and “primary process” 
imagery of the more successful sonnets, success again being defi ned in terms of 
quotations and anthology counts.

Simonton (1999b) had even more objective data from Shakespeare’s 37 plays. He 
used frequency of their being recorded, performed, or quoted, along with fi lm, oper-
atic, and print editions and versions. Again note the objectivity; these things can be 
counted. Standardizing and then ranking the plays, Hamlet represents the most 
successful play, with Part 3 of Henry VI the least. Intriguingly, Shakespeare’s 



more successful plays seem to have been written when he was in his late 30s or 
perhaps late 40s. This is a typical fi nding in historiometric research. Not only are 
objective indicators of success and popularity derived; they can be used to determine 
optimal ages and to empirically test the Matthew Effect and other historical 
tendencies.

That Shakespeare did his best work in midlife is consistent with fi ndings from 
Hull et al. (1978) and the Planck Hypothesis. This posits that younger scientists are 
more open and receptive to new ideas, and therefore more fl exible. Yet youth is not 
all-important, or creative success would start at its peak and diminish through the 
life span! Youth and fl exibility are benefi cial but expertise also contributes to success, 
and it takes time to develop that. No wonder, then, that there is an optimal age for 
creative achievement (Simonton 1984, 1999). Additional support for these ideas was 
presented by Dietrich (2004). After reviewing neuroanatomical research Dietrich 
concluded that “It seems that, as we age, a certain version of reality becomes so 
‘hardwired’ through decades of reinforcement that the continuously diminishing 
ability for cognitive fl exibility is overpowered. Or in Nietzsche’s words, “convictions 
are greater enemies of the truth than lies” (p. 1022).

As a matter of fact, Simonton concluded that historiometry supports three ideas 
about eminence. According to Simonton, three important factors are (1) being preco-
cious and beginning to produce early, (2) generating a relatively large number of 
products on a regular basis, and (3) longevity. One may think that precocity is the 
vital component, for an individual who starts early may have a cumulative advantage, 
whereas a creator starting later may be discouraged by the reinforcements being 
directed to the precocious. However, this assumes that feedback (e.g., reinforcement) 
is all-important, and it is thus incongruent with the view that creative individuals 
have personality traits that lead to their productivity. Perhaps those with the traits 
leading to creative and productive performance are apparent early in one’s life. This 
explanation is the most realistic, for it is probably that most real-world behaviors are 
overdetermined.

Crozier (1999) found that in many domains it is career length that is the critical 
factor. This is an especially interesting fi nding because it is directly contrary to the 
idea of marginality. Many famous creators have studied one fi eld early on and then 
shifted to another. This kind of professional marginality gives them an advantage, 
as evidenced by Darwin (who borrowed ideas from geology in his theories of biologi-
cal evolution), Piaget (who started by studying biology and used many of the key 
concepts in his studies of cognitive development), and Freud (who studied physiology 
and applied key concepts to his theory of psychoanalysis). Different paths may all 
lead to creative accomplishment. Some invest long periods in their careers (Crozier 
1999), others benefi t from a change, from one career to another. It may be that the 
individual does not need to give up one career and move completely into another. 
Piaget and Skinner both suggested reading outside one’s own fi eld, and Lindauer’s 
(1999; Lindauer, et al. 1997) studies of the old-age style suggest that there are benefi ts 
to changing styles rather than changing careers.
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Historiometric studies of eminence and genius frequently use productivity. 
This often works well. Without a doubt productivity is a useful index of fame, 
and it is highly correlated with certain indicators of quality as well (see Table 
7.5).

Corbin Sicoli (1995) studied the background of a small group of women, each of 
whom had written best-selling popular songs between 1960 and 1990. She reported 
many commonalities in their backgrounds: Most had been fi rst- or second-born 
children and had experienced parental loss at an early age (also see Albert 1980). 
They had shown signs of early talent and lived near a “cultural mecca.” Few had 
earned college degrees, and most had relationship diffi culties (often after achieving 
fi nancial success). They tended to leave home before age 19, had fewer children than 
average for women in their cohort, collaborated frequently, and had a tendency 
toward anxiety or a depressive disorder. Many had abused drugs, and few expressed 
strong feminism. They demonstrated a capacity to leave their work only to return 
in a successful manner. Cole and Zuckerman (1987) offer a parallel report on suc-
cessful women in the academy.

Popularity can be operationalized, as can productivity. Simonton (1990) related 
both to the idea of creativity as a kind of persuasion. He proposed that talented and 
creative individuals can be identifi ed because their works are so outstanding and 
important that they persuade others of their worth. This may follow from productiv-
ity. That is because of a constant probability of success (Simonton 1988). In this view, 
each composition, artwork, or creative product has an equal chance of infl uencing 
the fi eld and being deemed original; hence, the more the creator produces, the higher 
the overall probability that he or she will achieve eminence.

Eminence is rare. In fact, many historiometric studies have confi rmed Lotka’s 
Law, which holds that the majority of creative things are produced by a minority of 

T A B L E  7.5 Productive Creators (from Albert 1975)

Creator Works

Bach 46 volumes of compositions
Alfred Binet 277 publications
Charles Darwin 119 publications
Albert Einstein 248 publications
Sigmund Freud 330 publications
Sir Francis Galton 227 publications
Abraham Maslow 165 publications
William James 307 publications
Poincare 500 papers, 30 books
Arthur Cayley 995 papers
Nobel Laureates 3.9 papers per year



LIMITATIONS AND DISADVANTAGES OF THE HISTORICAL APPROACH

Historical analyses are diffi cult. Data are incomplete and may be slanted. There 
are even problems with the objective approaches to history, such as historiometry. 
Objective indicators of creative talent may be slanted toward products, for example, 
and although something is popular at one point in time, reputations change. 
Misjudgment about creative people and creative contributions to society are nothing 
short of rampant.

PRODUCTIVITY

Every measure of productivity and popularity must be interpreted with care. 
Each is useful and objective, but it is not a direct measure of creativity per se. 
Popularity, infl uence, and persuasiveness are also useful, but they do limit the score 
of our historical analysis. They can be used in studies of eminent persons but may 
not help forward theories about children’s creativity, everyday creativity, or the crea-
tive process (Runco & Richards 1997).

Historical Effects and Laws

Lotka’s Law. “The number of individuals making a certain income, Q, as 
inversely proportional to some power of Q” (Simonton 1999a, p. 185).

Price Law. “The number of individuals who have made contributions to a 
given fi eld, square root of k is the number of individuals who were respon-
sible for half of all those contributions” (Simonton 1999a, p. 195).

Matthew Effect. The rich get rich, the poor get poorer (Merton 1968a).
Trigger Effect. One invention may lead to a variety of new ideas and subse-

quent inventions.
Pygmalion Effect. Expectations have a dramatic impact on the expression of 

behavior, including creative behavior.
Planck Hypothesis. There is an optimal age for creative work, though it may 

vary from domain to domain.
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individuals (Albert 1975; Simonton 1984). This law describes the distribution of 
wealth as well as talent.
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Box 7.10
Who Was Copernicus?

An excellent example of the problems with historical analyses is Polish astron-
omer Nicolaus Copernicus, from the sixteenth century. As Wertheim (2006, 
p. R2), described it, “more so than any other giant of the scientifi c revolution, 
Copernicus remains shrouded in mystery. We know his work through his 
epochal book, On the Revolution of the Heavenly Spheres, but of the man himself 
we have only fragments. Unlike Galileo Galilee, whose life was laid bare in 
the long, drawn-out process that culminated in his trial, or Johanne Kepler’s, 
whose ecstatic personality leaps from the pages of his books and letters, or 
Isaac Newton, who wrote millions of words of bad theology and left thousands 
of pages of notebooks with his thoughts on everything from the nature of light 
to his moral turpitude, we have very little to which to interpret the private 
nature of the man to whom the word ‘revolution’ has become indelibly affi xed. 
Newton, Galileo, and Kepler all have their great biographers, while Copernicus 
has languished in the shadows of literary imagination.” Historical analyses are 
often plagued by a lack of information.

REPUTATIONAL PATHS

The English scientist Henry Cavendish invented and discovered many important 
things. In Bryson’s (2003) words,

In the course of a long life, Cavendish made a string of singular discoveries—among much else, 
he was the fi rst person to isolate hydrogen and the fi rst to combine hydrogen and oxygen to form 
water—but almost nothing he did was entirely divorced from strangeness. To the continuing 
exasperation of his fellow scientists, he often alluded in published works to results of contingent 
experiments that he had not yet told anyone about. In his secretness he did not merely resemble 

Persuasion, Productivity, Creative Places and People

Creativity is studied from many angles. These are sometimes categorized at 
one of the following:

Person: Traits and characteristics of the creative individual (e.g., open-
mindedness)

Product: Inventions, patents, works of art, publications
Process: Either stages of thinking, or perhaps phases with individual and 

societal inputs
Place: Situational pressures on creativity
Persuasion: Creativity is associated with ideas that are so good that they 

change the way others think



Box 7.11
Who Was Samuel Morse?

Historical analyses are sometimes biased. Even if there is suffi cient informa-
tion about a creative person, it is sometimes distorted. Consider in this regard 
Samuel F. B. Morse. He often is credited with the invention of the telegraph, 
but his interest was in art. Early on he aspired to make a career (and income) 
from painting history, in the tradition(s) of Michelangelo, Raphael, and Titian 
(Petroski 2003; Silverman 2003). He tried once to capture the Grand Gallery 
of the Louvre on one canvas (yes, with dozens of miniature renditions of the 
original artworks), apparently assuming that crowds would pay a great deal to 
view one canvas if it was big enough and contained enough. He also attempted 
to paint a large canvas specifi cally to hang under the dome of the Capitol in 
Washington DC, but not surprisingly that commission never materialized. It 
is interesting that he had original ideas about art and painting, not about the 
subject matter about which he earned his fame. Looking back we see Morse 
as an inventor, not an artist. It is furthermore noteworthy that he was moti-
vated by income (an extrinsic infl uence), given common lore about intrinsic 
motivation (see Chapter 9). The point here, however, is that contemporaries 
of Morse (and Morse himself, for that matter) probably held a different view 
of his creativity than we do today.

Morse’s actual accomplishment is actually somewhat mundane, at least in 
the sense that he merely extended existing technologies rather than creating 
the telegraph out of the blue, on his own. Actually, we cannot be certain who 
had the key ideas fi rst, and the telegraph is probably another example of a 
“multiple discovery.” As this term denotes, these are discoveries made by more 
than one person at nearly or precisely the same time. Morse was working on 
long-distance communication for several years when he heard about the work 
of a Frenchman on the same process. Morse apparently displayed that self-
promotion that is sometimes seen in ambitious people (Bryson 1994; Gardner 
1993): He criticized the French invention, suggesting that it was more optical 
and thus analogous to existing techniques than his own electrical telegraph. 
Incidentally, the fi rst public demonstration of this electric telegraph, or “light-
ening line,” was in September of 1837. It covered 1700 feet, following a 
complex wire array inside one single building of New York University. In 1844 
Morse sent a message much farther, namely from Washington, DC to 
Baltimore. The daughter of the U.S. Patent Commissioner chose the now-
famous message: “what hath God wrought?”
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Newton, but actively exceeded him. His experiments with electrical conductivity were a century 
ahead of his time, but unfortunately remained undiscovered until that century had passed. Indeed, 
the greater part of what he did was not known until the late 19th century when the Cambridge 
physicist James Klerk Maxwell took on the task of editing Cavendish’s papers, by which times 
credit had nearly always been given to others. (p. 60)
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Cavendish may have been the most brilliant man of his time. He discovered or 
anticipated Ohm’s law, Dalton’s law of partial pressures, Charles’ law of gases, the 
law of the conservation of energy, Richter’s law of reciprocal proportions, and 
much about electrical conductivity. He foresaw the work tidal friction as it slowed 
the rotation of the earth, some of Kelvin’s work, and much else. He apparently 
set the table for the so-called Noble gases, many of which were not actually fully 
identifi ed until 1962—200 years after Cavendish did his research. In the late 
1790s, with a small piece of equipment, Cavendish calculated that the weight of the 
earth was slightly in excess of 6 billion trillion metric tons. This is approximately 
13,000,000,000,000,000,000,000,000 pounds. Today’s much more sophisticated 
estimates give us a number which is within 1 percent of Cavendish’s estimate.

Cavendish did not have the reputation he deserved, at least not until late in the 
twentieth century. This often happens; reputations change. It is one reason reputa-
tions may not be good indicators of creative talent. After all, how can a person’s 
creative talent vary, just because other people’s opinions vary?

Runco and Kaufman (2006) calculated that, of 1100 individuals described in 
Encyclopedia Britannica, the majority had reputations that changed signifi cantly 
between the 1910 and the 2000 editions. Other examples of signifi cant changes in 
reputation include William Blake and Rembrandt. If reputations change so much, 
can we use them to study history? Perhaps, but it is also likely that the people we 
study (and write about in our contemporary biographies) will be demoted in the 
future, and individuals we do not recognize at this point in time later turn out to 
have the most signifi cant impact on society.

Reputations change, but as a matter of fact it is also easy to misjudge creative 
people and inventions during our own eras. This may be because they are original, 
and therefore different. For whatever the reason, a huge number of creative people 
and inventions have been misjudged during their own time.

Misjudgment

The Wright brothers probably benefi ted enormously from the Zeitgeist of the 
early 1900s. Their invention of the airplane also demonstrates another important 
historical phenomenon, namely misjudgment. In their case it was delayed recogni-
tion. True, the fi rst “fl ier” is currently in the Smithsonian Museum of Space and 
Aeronautics, but it took over 40 years to get there. It seems that the Smithsonian 
tried to push the credit for air fl ight on a gentleman by the name of Langley. His 
fl ying inventions were, to use the trite but useful phrase, fairly complete failures. 
The Wright Flier was stored under a tarp in Dayton, Ohio for years (Dayton being 
the hometown of the Wrights), but eventually was shipped to London and put on 
display. The Smithsonian did not credit the Wright brothers nor obtain the fi rst Flier 
until 45 years after the historic fl ight.

Misjudgments are at least as common outside the sciences and, for example, 
within the arts. The highly creative art in the East, for example, and specifi cally that 
of Indian artists, was greatly misjudged by the English who fi rst traveled there. 



According to Ramachandran and Hirstein (1999), Indian artists were exploring 
nonrepresentational art long before Picasso, but it was not recognized because the 
English were “unconsciously comparing Indian art with the ideals of Western rep-
resentational art—Renaissance art in particular” (p. 16).

There are even biases about science. Eysenck (1997, p. 273) described how

.  .  .  science  .  .  .  from its beginning, had to battle with the tradition of quackery. Astronomy had 
to rid itself of its connections with astrology. Chemistry had to cut out its connection with 
alchemy. The battle was bitter and protracted. Newton was devoted to alchemy, and did much 
work in that fi eld.  .  .  .  Needless to say it did not produce any new knowledge. Kempler was 
employed as a court astrologer  .  .  .  and his astronomical labors were secondary. Not until the time 
of Dalton did chemistry rid itself of this incubus.  .  .  .  In psychology  .  .  .  there is such a battle 
between science and quackery, with such doctrines as existentialism, humanistic psychology, 
hermeneutics, and above all psychoanalysis constituting the mind’s non-scientifi c part. (p. 273)

Box 7.12
Famous Misjudgments (Adapted from Runco 1999c.)

The fl ights in Kitty Hawk were not formally acknowledged for decades. The 
fi rst fl ight took place in just after the turn of the century—in 1903, to be 
precise—but the Wright Flier was in storage (in a small shed) for 25 years. 
The shed was in Dayton, Ohio, hometown of the Wrights. The Flier was 
eventually put on display in London, for 14 years. It was not appreciated or 
showcased by the Smithsonian Museum until 1942—38 years after the fl ight 
in Kitty Hawk.

The Beatles changed rock “n” roll. Yet in 1963 the Decca Recording 
Company stated, “We don’t like their sound. Groups of guitars are on the way 
out.” Capitol Records also failed to recognize the appeal of the Beatles, at least 
in 1964. They decided, “We don’t think they’ll do anything in this market.”

Writers often are misjudged. The publisher of the Popular Library, for 
example, was certain that Richard Bach’s “Jonathan Livingston Seagull will 
never make it as a paperback.”

A review of Lewis Carroll’s Alice in Wonderland pointed out that “We fancy 
that any real child might be more puzzled than enchanted by this stiff, over-
wrought story.”

The editor of the San Francisco Examiner told Rudyard Kipling, “I’m sorry, 
Mr. Kipling, but you just don’t know how to use the English language.”

Henri Matisse, Gertrude Stein, George Braque, and several others artists 
reportedly visited Picasso while he painted Les Demoiselles d’Avignon in 1906 
and 1907. They did not like it. It was indeed a dramatic shift, but very soon it 
was very positively judged. Alfred Barr, Director of the Museum of Modern 
Art in New York, referred to it in 1937 as “the most important painting 
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Box 7.12
Famous Misjudgments (Adapted from Runco 1999c.)—cont’d

of the 20th century” (Rubin et al. 2004). Some say this painting initiated 
Cubism.

Alfred Harcourt told William Faulkner’s publisher, “You are the only 
damn fool in New York who would publish it.” He was referring to The Sound 
and the Fury.

Sometimes misjudgment is directed at media or technologies. In 1910 the 
publication, The Independent felt that the cinema is a “fad [that] will die out in 
the next few years.”

Rembrandt was an unambiguously creative artist. He was, however, not 
that well-respected in his own time. Other artists (e.g., Jan Lievens, Adrien 
van der Werff) were much more respected.

Picasso’s work was described as “the work of a madman” by the art dealer 
Vollard in 1907.

Leonardo da Vinci epitomizes a Renaissance man. But in his own time he 
was often seen as more of an eccentric than anything in secret, because of the 
possible public reactions. This says something about what may be required to 
do creative work. The creator may need to take a risk or relegate public reac-
tion and rely on intrinsic values and motives. No wonder intrinsic motivation 
and an openness to risk-taking are widely recognized correlates of creative 
work.

Many of Leonardo’s inventions (e.g., the helicopter) were not appreciated 
during his own time but were eventually revisited and completed.

The monk Gregor Mendel discovered some basic genetic tendencies in 
his research on peas. His work was completely overlooked for nearly 50 
years.

Ben Franklin is often regarded as a brilliant inventor and statesman. 
Apparently his talents were not as well respected in his own lifetime. According 
to Bill Bryson, author of Made in America, many of Franklin’s contemporaries 
had diffi culty tolerating Franklin’s involvement in the politics of the time.

Consider next the Gettysburg address, now widely accepted as one of the 
greatest of the speeches by U.S. presidents. It was not always widely respected. 
Immediately after the speech reactions were quite critical. The Chicago Times 
referred to Lincoln’s “fl at and dishwatery utterances.” Yet throughout most of 
the latter part of this century school children are asked to memorize the 
words.

Margaret Thatcher one stated, “No woman in my time will be Prime 
Minister or Chancellor or Foreign Secretary—not the top jobs. Anyway, I 
wouldn’t want to be Prime Minister; you have to give yourself 100 percent.”

Finally, as Martindale (1990, p. 220) noted, “few people liked Beethoven’s 
Moonlight Sonata when it was fi rst played: it broke too many rules.”



Creative people and works, such as the Wright brothers and those Indian artists, 
may have been misjudged in their own time, but it is also common to misjudge earlier 
creative efforts. Recall here the idea of Whiggest and historical bias, described early 
in this chapter. Runco (1999c) listed a large number of classic misjudgments about 
creative people and creative works.

Judgments by Famous Creative People

It can be diffi cult to judge creativity. Contemporaries seem to make mistakes 
with some regularity, as do historians. Creative people also have diffi culty judging 
their own talents. Take Benjamin Franklin. He certainly qualifi es as an unambigu-
ously creative individual. Franklin’s impact was enormous, especially in his earlier 
work toward understanding electricity. He characterizes an inventor in the sense that 
he not only developed an idea, but also developed techniques and applied his ideas 
in very practical ways. Again, electricity best exemplifi es this for not only did Franklin 
study the process but he also applied his fi ndings. This is especially true in his ideas 
of the lightening rod, which may have prevented an enormous amount of fi res and 
deaths, saved a huge amount of money, and is still used frequently today. Franklin is 
also well known for the Franklin stove, “double spectacles” (bifocals), and his innova-
tions for libraries and the postal service. Apparently Franklin’s own preferred inven-
tion was his harmonica. This was an instrument he developed by aligning 37 crystal 
bowls in such a way that they could be rotated. He played music on the harmonica 
in much the same way that playful individuals sometimes wet their fi nger and twirl 
it on top of a crystal glass. Franklin had 37 crystal glasses in a range of frequencies 
available to him when playing the harmonica. This invention is interesting in that 
it may have resulted from analogical thinking, or an analogical tactic, but also 
because Franklin is probably more famous for his work on electricity or the other 
inventions mentioned previously, yet his own preference was the harmonica. This 
does not necessarily refl ect any misjudgment on Franklin’s part, though it does 
demonstrate once again that creators sometimes have judgments that differ from 
audiences. Misjudgment on Franklin’s part may be more apparent in his work on the 
“phonetic alphabet.” Franklin attempted to modify the English alphabet such that 
there were six additional letters. These captured common sounds in the English 
language, hence the term a phonetic alphabet. There was a letter representing the 
“th” phoneme, and another representing the “ing” phoneme. Franklin also deleted 
a few letters, including the j, q, w, x, and y. Many others have explored alternative 
alphabets. Indeed, Noah Webster, of Webster’s Dictionary fame, favored Franklin’s 
phonetic alphabet and continued to work with it even after Franklin had given up.

ART HISTORY

Before concluding the discussion on historical perspectives on creativity, we 
should consider one other area of study, namely art history. This is directly relevant 
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to the discussion because art is such an unambiguously creative domain. Also, art 
often functions as a window into society, and that window shows Zeitgeist, attitudes, 
and values about creativity extremely well. Art may be especially accurate at captur-
ing the Zeitgeist. After all, artists did foresee the work of Einstein and Niels Bohr 
(Shlain 1991).

F I G U R E  7.2 Bifocals.

Heidigger and Beuys on Art and History

Truth does not exist in itself beforehand, somewhere among the stars  .  .  .  it is after all 
only the openness of beings that fi rst affords the possibility of a somewhere and of a place 
fi lled by present beings.  .  .  .  The happening of truth  .  .  .  is historical in many ways.  .  .  .  
Art is historical, and as historical it is the creative preserving of truth in the work. 
 —Heidigger 1975 (quoted by Jones 1997, pp. 61, 77)

I have come to the conclusion that there is no other possibility to do something for man 
other than through art  .  .  .  only the creative man can change history, can use his creativity 
in a revolutionary way  .  .  .  art equals creativity equals human freedom. 
 —Beuys (quoted by Jones 1997, p. 212)

A number of texts offer comprehensive overviews of art history, but Dudek’s (in 
press) review is especially useful for students of creative studies. Here are some of 
the key events (and styles) described by Dudek:



Aristotelian and Kantian theories of aesthetics laid great stress on the category of the transcend-
ent object; that is, on a category of objects beyond the limits of possible experience and 
knowledge.

The Greeks regarded the arts as handicrafts to serve purposes that were approved by society. 
The criteria with which to judge such products were concreteness and craftsmanship. The artists’ 
goal was to produce a representation of the ideal in the context of Plato’s theory of Ideas. The 
Greek artist’s purpose was to improve on and perfect nature by eliminating imperfections in order 
to arrive at an ideally beautiful fi gure according to the “idea” of the beautiful in the mind’s eye. 
With this purpose in mind Greek sculptors and Renaissance artists worked out the canons of 
proportion for the most perfect human fi gure.  .  .  .  Interestingly, the Greeks had no term for artist 
and no concept of the artist as conceived today. The artist was regarded as a craftsman or 
artisan.

Proportion in Art

Proportion is still studied today. There is, for example, research on the Golden 
Section (Konecni 2003). This “is a proportion that has in its various geometric, 
arithmetic, biological, architectural, and artistic contexts fascinated, for over 
2000 years, some of the fi nest minds in philosophy, the sciences, and the arts. 
It has been considered the epitome of beauty by aestheticians, such as 
Baumgarten (1961/1750–1758) and Zeising (1854, 1855, 1884–posthumously). 
In the twentieth century, Huntley (1970) used it as a major example of aesthet-
ics in mathematics, Bouleau (1963) identifi ed it in major Western paintings, 
and Le Corbusier (1954) made it the building block of his Modulor—the pro-
posal for a fusion of the functional and the aesthetic in architecture” (Konecni 
2003, p. 267). The Golden Section is known as ϕ, or phi, after the Greek 
architect and sculptor Phidias. It is roughly equivalent to 0.618.

Dudek (in press) continued:

The Romantic focus on the individual as source of artistic inspiration and style was rapidly 
undermining the Aristotelian system of aesthetics that characterized Western art since the 
Renaissance. Impressionism was already on solid ground, despite fi erce attacks by the Parisian 
critics. The criteria that had defi ned good art for two millennia, namely beauty, order, proportion, 
unity, symmetry, concinnity were seriously in question. Over the next 100 years they were to 
become completely obsolete.

The concept of beauty as an intellectual idea  .  .  .  came into prominence during the 
Renaissance and it was not until the end of the 17th century that the notion of beauty as feeling 
and emotion rather than as idea began to emerge.

The concept of art as an object of beauty and value for purposes of sheer contemplation did 
not emerge until the 18th century and it was not until the fi rst half of the 20th century that the 
idea of art as novel and original creation with autonomous criteria specifi c to art itself became 
established. This view emancipated the work from subjugation to all forms of instrumental pur-
poses. And by mid 20th century the Greek and Renaissance ideals were no longer relevant. The 
success of the revolution in the arts was fully realized in the Cubist, Dadaist, Constructivist and 
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Surrealist movements in the fi rst three decades of the 20th century. Further developments led 
to Abstract Expressionism (1940s) and Pop, Op, Minimal and Conceptual Art (1960s and 
1970s).  .  .  .  They were all expressions of a totally different spirit and a totally different concept of 
aesthetics. In the 1980s, with the demise of modernism and the ascendance of Postmodernism, a 
pluralist philosophy relegated aesthetics to a no-man’s land of greater proportions than ever.

The most relevant criterion for the evaluation of works of art became signifi cance, that is, the 
work’s novelty and capacity to offer a new perception of reality.

The succeeding developments in 20th century art were unprecedented with a progressive 
emergence of new modes of inspiration, execution, and presentation. The spearhead for these 
changes was the avant-garde and its evolution was greatly assisted by rapid developments in elec-
tronic media.

The avant-garde is by defi nition art that is ahead of its time, that is shocking, disturbing 
and therefore viewed as socially objectionable. Its specifi c aim is to undermine the existing order 
and to replace it by another. It attempts to do this by contradiction, challenge, confrontation and 
self-assertion. The avant-garde fi rst defi nes its distance from the establishment and tries with all 
its resources to make itself felt as an oppositional force aiming to redefi ne the limits of art.

As a matter of fact, rebellion and contrarianism play an enormous role in much 
of our modern creativity. Two examples from music (Rock ’n Roll and Jazz) both 
exemplify this. Runco (1999c) listed a long list of contrarian creators, some outside 
of music and the arts.

Rock ’n Roll

The avant-garde is rebellious. Apparently all of rock ’n roll is, then, a refl ection 
of the avant-garde, at least according to the Los Angeles Times: In a 1998 Times 
book review rock is called “a disagreement with established power—a refuta-
tion of authority’s infl uence” (4/15/98, p. E6). It may be even more general, at 
least in music. I say that because Duke Ellington, no rock star, was also con-
trarian. Ludwig (1995) described how

.  .  .  knowingly or not, Ellington exploited traditional musical rules as inspiration for his 
jazz. If he learned that he was not supposed to use parallel fi fths, he immediately would 
fi nd a way to do so; if told that major sevenths must always rise, he would write a tune in 
which the line descended from the major seventh; and if the tritone was forbidden, he 
would fi nd the earliest opportunity to use it and, to emphasize the point, would let it stand 
alone and exposed. (pp. 7–8)

ROMANTICISM

Many changes in attitudes about creativity refl ect the Romantic tradition. Sass 
and Schuldberg (2000–2001), for example, described how “the romantics borrowed 
various ideas from Greek antiquity, the Italian Renaissance, and the Enlightenment 
and then developed a perspective that implies that madness or mental anguish is a 



necessary condition for serious creative activity, at least in the arts. As a result  .  .  .  many 
modern writers have actually courted madness in a willful fashion or have sought to 
appear mad as a way of ensuring their own creative worth” (p. 2). Becker (2000–2001) 
contrasted the Enlightenment attitudes with those of the eighteenth and nineteenth 
century Romantics: “The dominant Enlightenment view of the genius as an educated 
individual whose abundant imagination was properly tempered by good taste, train-
ing in the classics, and an appreciation for the masters proved unacceptable to the 
romantic spirit. To create a new independence, genius could no longer be seen in 
the Enlightenment terms of balance, proportion, and a synthesis of mental powers. 
The romantics, therefore, granted the imagination a clear predominance over 
those faculties traditionally seen as the rational counterweights to the imagination” 
(p. 49). The romantics wanted a unique identity. They needed to break from 
that past. This led them away from the view that imagination and talent were to be 
used in moderation and controlled. Again quoting Becker, “The need of the roman-
tics, then, for a sense of identity and for their own intellectual and artistic independ-
ence led them to adopt a system of premises that left them defenseless against 
the label of madness. Trapped by their own logic, they came to see their madness 
as inevitable” (p. 49). Hence the idea of an eccentric, outlandish, or even mad 
genius. This attitude is alive and well, as it were. Just look at the creative stereotypes 
in the media.

This also explains why we so often look for psychopathology among creative 
persons. Becker (2000–2001) wrote, “although the Enlightenment tended to reward 
creative individuals who were healthy and rational with the distinction of genius, the 
19th and 20th centuries (since the time of romanticism, that is) have shown a distinct 
preference for those creative individuals who are diseased and, specifi cally, schizo-
phrenic” (p. 52).

Cubbs (1994) implies that the romantic view of the artist as an outsider and rebel 
has redefi ned creativity such that it becomes something special, magical, and non-
universally distributed. She described this as a signifi cant change, for “while in the 
past much art may have overtly served collective values and shared traditions of the 
established social order, often reinforcing the dominant powers of church and state, 
it now claimed an allegiance only to the spectors of the imagination, to the ideals 
of self expression, and to a mythical realm of subjectivity held to be the magical 
province of creativity and genius” (p. 79). She hypothesized that Romanticism was 
a reaction to the “crumbling social order and modern alienation brought about 
by the industrial revolution” (p. 79) and a reaction to materialistic values and 
empiricism.

The romantic perspective may explain some of the admiration oft-given to 
rebels, contrarians, eccentrics, and even unconventional and marginal individuals. 
“Marginal,” in this case, refers to individuals who are outside a domain. Various kinds 
of marginality have been identifi ed, including cultural and professional marginalities 
(Gardner & Wolf 1989; Lasswell 1959; Simonton 1988). McLaughlin (2000) sug-
gested that each is an expression of romanticism, and given how often product brands 
and pop groups are given rebellious names (e.g., “The Outlaws”), this seems to make 
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sense. This may be more true of the United States than anywhere else—after all, 
our Founding Fathers were revolutionaries! And without a doubt there is an optimal 
level of marginality (McLaughlin 2000). Too much makes a person entirely intoler-
able. We will not even understand them enough to be interested. Within that optimal 
boundary, however, they are intriguing and offer fresh, uninhibited ideas.

Romanticism, with its emphasis on individuality and subjective and irrational 
processes, may be most obvious in recent history, but it may have been brewing, so 
to speak, for quite some time. At least that is implied by Dudek and Marchand’s 
(1983) uncovering long-standing diffi culties in individualism: “Each epic is inevitably 
characterized by a variety of idiosyncratic styles; but its unique style results from the 
fact that these are generally subordinate to a broader underlying principle—a core 
principle which dominates the times until a new paradigm releases it. It is in this 
sense that Classicism in its broad outlines was dominant for some 1000 years, without 
preventing strongly individualized (personalized) variants.  .  .  .” Perhaps individual-
ism is inextricable with original and creative work.

CREATIVITY IN SOCIAL CONTEXT

Individuality has also been very recently questioned. Consider the postmodern-
istic emphasis on context and audiences (Jones 1997). Jones put it this way: “the 
artwork fi nds its creative completion in the spectator’s interpretation” (p. 209). This 
is very signifi cant, in part because it relegates the creator, or at least makes the crea-
tive person one part of the process. Recall here the systems view, which begins with 
the individual, leads to the fi eld, and eventually infl uences the domain (Csikszent-
mihalyi 1990). In the chapter on the social perspective on creativity we will fi nd this 
a refl ection of the attributional view of creativity, with social judgments as important 
as the product itself (Kasof 1995; Runco 1995c).

No individual is responsible for producing an invention ex nihlo. The elevation of the single inven-
tor to the position of sole creator best exaggerates his infl uence over events, and at worst denies 
the involvement of those humbler members of society without whose work his task might have 
been impossible. (Burke 1995, p. 288)

Nietzsche seemed to think in this fashion, for he emphasized the “the aesthetic 
activity of the audience” which “involves creation in that ‘we fabricate the greater 
part of the experience and can hardly be compelled not to contemplate some event 
as its “inventor”  .  .  .  one is much more of an artist then one realizes’  ” (Nietzsche 
1886, quoted by Jones, p. 209). Heidegger can again be quoted as well: “The ‘world 
is never an object’ but is the consciousness of the subject conditioned by culture and 
history” (Jones, p. 211). Art thus tells us about culture, as well as history. It tells us 
about ourselves—and about the effi cacy of creative efforts. Surely this is one of the 
most important lessons from history (and this chapter).



CONCLUSION

Various historical events and situations seem to infl uence creativity, among them 
war, civil unrest, and economic ups and downs. Yet one of the most signifi cant infl u-
ences on creativity is Zeitgeist, the spirit of the times. This is manifested in attitudes, 
expectations, and assumptions about creative things and creative people. This is what 
draws people into creative endeavor—or scares some of them away from it. The 
important lesson from history may be that different eras have different ways of think-
ing. They don’t just have different environments and resources, though that is also 
true. The world you see around you is in many ways (e.g., tall buildings, fast cars, 
large cities) very different from what was present for much of human history, and 
previous generations did not have the Internet, mass media, TiVo, and huge libraries. 
They may also have had less discretionary time, though apparently that is debatable. 
Each of these things can infl uence creativity. Zeitgeist, attitudes, expectations, and 
assumptions certainly do. Zeitgeist is an overarching and hugely powerful force.

The discussion of Romanticism demonstrated one dramatic change in assump-
tions about creativity. It led to the view that individuals should be individuals. In a 
word, they should be unique. This view can be seen in aesthetic expression and the 
rapid changes in artistic style; the intent there is to change, to stay new, to be original. 
This view is also apparent in the social and behavioral sciences. Humanists, including 
Maslow (1971) and Rogers (1995), tied uniqueness to self-actualization and health.

The interesting thing is that current Zeitgeist has brought creativity and several 
undesirable traits together. Now that creativity is tied to independence and uncon-
ventional tendencies, we must admit that creativity also is associated with certain 
forms of psychopathology. They, too, led to unconventional behaviors, and in certain 
instances, creativity. The association of creativity and health is explored in more 
detail in Chapter 4, but we should remember that Zeitgeist plays a role in all of this. 
It was the change in attitudes about creativity that led to the recognition that creative 
people may have unconventional tendencies. Lachmann (2005) makes this very clear 
in his description of Richard Wager, Marc Chagall, and Igor Stravinsky. Each of 
them “violated expectations” in their work, and each was creative but also, at least 
temporarily, disrespected because of it. Lachmann (2005, p. 162) described how 
“Stravinsky’s ballet Cacre du Printemps so shocked its audience when it was fi rst per-
formed in Paris in 1914 that it was called ‘perverted’ by music critics. The audience 
at its performance broke into a near riot.  .  .  .” He concluded that “What is judged to 
be ‘perverted’ is defi ned by context, by place and by time” (p. 162; also see Benedict, 
1989; Szasz 1984). So, too, for creativity. That was the point of the misjudgments 
listed in Box 7.12.

There is a practical side to Zeitgeist and these ideas about their impact on creativ-
ity. That is because the attitudes and assumptions about creativity from any one era 
will not only infl uence reactions to artists (and the labels used to describe them and 
their work), but they will also effect who does what. Psychoeconomic theory is rele-
vant here with its prediction that certain eras will allow a creative child to explore 
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his or her potential, perhaps with an apprenticeship (as in the case of da Vinci) within 
the domain of talent. In psychoeconomic terms, these opportunities allow individuals 
to make active investments in their potentials (Rubenson & Runco 1992, 1995). They 
can explore the arts, or some chosen creative endeavor, knowing that it is acceptable. 
It may even be rewarded! But those rewards depend on the Zeitgeist. In a Zeitgeist 
that favors creativity, individual with obvious talents will easily fi nd careers and 
perhaps economic stability. Contrast that with a Zeitgeist that favors conventions and 
conformity. Who will an employer think is the most desirable prospective employee? 
Not the creative individual—too risky. The point is that Zeitgeist is a useful concept 
that allows us to understand the past, but it is more practical than that because it 
helps us to consider what investments and behaviors will be appreciated and 
rewarded.

The most important consideration in studies of famous fi gures, and in fact in all 
historical analyses, is objectivity. This is more diffi cult than it may sound because 
all our efforts refl ect our own assumptions, expectations, and values. Of course this 
is one benefi t of historical analyses: They highlight the biases of the present. They 
show us how others thought and felt, and when these differ from our own thoughts 
and feelings, it is only reasonable to question the objectivity and universality of our 
ways. So much in life makes sense only within a particular historical and cultural 
context. With this in mind we must be very careful interpreting history. Our inter-
pretations will color our conclusions.

Box 7.13
Different but Incomparable: The Great Historical Irony

It may come as a surprise that specifi c historical eras are rarely compared to 
one another. Exceptions include Bullough et al. (1980), Gray (1966), Kroeber 
(1944, 1956), Lamb and Easton (1984), and Naroll et al. (1971). Bullough et 
al., for instance, compared eighteenth century Scotland with fi fteenth century 
Italy. Then there are comparisons of confi gurations (Kroeber 1944) and phases 
in the scientifi c process (Kuhn 1964). Yet direct comparisons are surprisingly 
uncommon. This is because it is not really fair to compare historical eras, not 
cultures. They are different but incomparable. That is the irony of the histori-
cal approach: Changes and differences can be easily identifi ed but these suggest 
that comparisons are not reasonable.

It is also unfair to compare people working in different eras. Recall here 
the impact of tools on the creative process and how they sometimes triggered 
signifi cant changes. Consider this: Sigmund Freud published an impressive 
330 books and articles, but what would he or another luminary have done with 
electronic dictation or a word processor?



Without a doubt creativity can be understood only by taking both historical 
context and the infl uence of individuals into account. Davis et al. (in press) suggested 
exactly this:

To understand the creative individual we are interested in recreating the fullest possible context. 
We try to reconstruct the cultural and intellectual environment of the individual who produced 
the creative work. The nature of our subject matter compels us to take an historical, developmen-
tal perspective. What intellectual, artistic, literary movements were occurring at the time which 
made this person’s achievement possible? What prevailing currents made the work diffi cult? At 
the same time how do we understand the special achievements of this particular individual? Is it 
continuous with ideas that were infl uential at that time? If so, why was it this individual who 
achieved a signifi cant advance? And how did he or she differ from others who approached but did 
not solve the same problem?

Creative work is, in this light, a function of Zeitgeist and the individual’s talents.
The historical approach has many advantages, and a few disadvantages. The 

latter were reviewed earlier, and include the diffi culties in being objective, concerns 
about what objective indicators are used (e.g., productivity and reputations), and 
historical relativity. One limitation was not explored in any detail—ideas that are 
culture-specifi c. They do not apply direction to the Asian emphasis on universals 
and harmony (Kwang 2001). The next chapter addresses this.
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Culture and Creativity

No one ever looks at the world with pristine eyes. 
 —Ruth Benedict, Patterns of Culture, 1989, p. 2.

Advanced Organizer
Cultural Values
Tolerance
Individualism vs. Collectivism
Global Creativity Index

INTRODUCTION

Orville and Wilbur Wright seemed to be in the right place at the right time. 
Not many people believed that they would be the fi rst to fl y. Even within the United 
States, the Smithsonian had predicted and even supported one of the Wrights’ com-
petitors. Apparently the Wrights also were considered to be extreme long shots in 
France. The French had invented the hot-air balloon, and many of them reportedly 
thought that their inventors naturally would fl y fi rst. The French had an attitude 
about fl ying and invention. Horace Walpole, fourth Earl of Oxford, went so far as 
to say, “If something foreign arrives at Paris, they either think they have invented 
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it, or that it was always there” (quoted by Schiff 2005, p. 7). This of course says 
something about Zeitgeist. It refl ects the spirit of the times, but we should perhaps 
say “of the times within a particular place.” There are numerous examples of cultural 
and geographic differences in attitudes about creativity.

COLLECTIVISM AND CREATIVITY

One of the most widely recognized differences between cultures is that of indi-
vidualism vs. collectivism. Hofstede (1991) presented an especially clear defi nition of 
them:

Individualism pertains to societies in which the ties between individuals are loose: everyone is 
expected to look after himself or herself and his or her immediate family. Collectivism, as its 
opposite, pertains to societies in which people from birth onward are integrated into strong, 
cohesive in-groups, which throughout people’s lifetimes continue to protect them in exchange 
for unquestioning loyalty. (p. 51)

Collectivism is most typical Asia and the East. There it is a refl ection of 
Confucianism (Cheung & Scherling 1999) and is manifested in an emphasis on 
harmony, sociocentric thinking, self-sacrifi ce, a strong work ethic, and respect for 
elders and those in authority positions. Simplifying some, harmony may lead indi-
viduals to conventional behavior, whereas independence might more easily lead to 
unconventional and creative behavior. As Burke (1995) described it,

The medieval Chinese were without a doubt the most fruitfully inventive people on Earth. 
However, the fact that the technology of the modern world is Western shows to what extent the 
two cultures were different at time vital in the history of the effects of innovation on society. In 
the stable, civilized East the innovations were not permitted to bring about radical social change 
as they were in the brawling, dynamic West. The chief reason for this may have been the stultify-
ing effects of Chinese bureaucracy.  .  .  .  There was no drive for the individual to use technology 
to improve his lot and so rise in the world, because rising in the world was out of the question. 
(p. 68)

Bureaucracy can certainly undermine the creative attitude, but values and the 
resulting expectations are at the heart of the collectivism-individualism continuum. 
Indeed, values are central in whatever cultural differences are found. Values allow 
certain personalities and inhibit others. Values dictate developmental experiences 
and parenting practices, as well as educational emphases. Rudowicz (2003) supported 
this with her observation that “the Chinese notion of a person, consequently the 
educational goals and practices, differ signifi cantly from the western concepts. The 
traditional Chinese social system was rather rigid, defensive, discouraging independ-
ence and stressing the importance of social harmony which could be achieved through 
compromise, moderation, and conformity.  .  .  .  People were required to look for guid-
ance either upwards towards authority or backwards to the traditions of the past. 
Therefore Chinese parents and teachers have put much emphasis on obedience, self-
discipline, moral conduct, and responsibility.”
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There are several indications that much of what Burke (1995) identifi ed in the 
preceding quotation is still operating, just as it was in medieval China (Kwang 1980; 
Runco 2001). It could be weaker and less infl uential at this point, but the values have 
been remarkably stable.

Box 8.1
Chinese Inventions

Gunpowder, silk weaving, paper, clockwork, the waterwheel, the horizontal 
loom, and various astronomical instruments are each Chinese innovations 
(Burke 1995). Without a doubt, cultural values are important for creativity, 
innovation, and invention. In fact, certain cultural values seem to lead specifi -
cally to invention and others specifi cally to innovation. At least this was the 
premise of Evans’ (2005) comparison of the United States and Great Britain. 
He proposed that Britain nurtures invention and inventors. Alexander Fleming, 
known for his discovery of penicillin in 1928, Robert Watson Watt, inventor 
of a system of radar in 1935, and Frank Whittle, designer of a jet engine in 
1930, exemplify this. They were British. Yet according to Evans their inven-
tions and discoveries were little known and underutilized until American 
innovators marketed them. Evans suggested that America became a techno-
logical and scientifi c giant, truly leading the world, because it valued practical-
ity and innovation. He further tied the interest in marketing and commercial 
production of inventions to the “anti-elitist” attitude that is common in the 
United States, and indeed which was instrumental in the founding of the 
United States in 1776.

Evans (2005) also cited Henry Ford (the Model T automobile and assem-
bly line), Orville and Wilbur Wright (the airplane), George Eastman (photo-
graphic materials and apparatus), Garret Augustus Morgan (the gas mask and 
traffi c signal), Sara Breedlove Walker (hair care products), and Levi Strauss 
(blue jeans). Evans was very careful with the selections of these cases and 
described the specifi c criteria he used to identify innovators. He actually had 
a board of judges that included representatives from MIT and Yale University 
to aid in his selection of cases. Henry Ford may be the best example. After all, 
cars were invented in Europe, but they were initially toys for the extreme 
upper class. Then Ford designed the Model T and developed the mass produc-
tion techniques so almost everyone in the United States with an income could 
drive a car. Strauss is another good example. He patented his jeans in 1873. 
These were innovations in the sense that Strauss used rivets (an existing tech-
nology) to hold the jeans together.
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FAMILIES, EDUCATION, AND VALUES

Values are communicated via various institutions, including the family and the 
school. Albert (1994, 1996), for example, described how “families pool in and inter-
pret for all members the culture. This means that one of the fi rst things that a child 
is placed in is a culture, without being asked, ‘do you want to be part of this or not?’  ” 
Stein (1953, p. 319) noted that “a culture [also] fosters creativity to the extent that its 
parent-child relationships and child-rearing techniques do not result in the setting 
up of rigid boundaries in the inner personal regions.” Cropley (1973) described how 
cultural pressure can “reduce range of variety of behavior.” This is an important part 
of socialization and conveys the idea of a stereotypical ideal student (Raina & Raina 
1971). When the emphasis is on harmony, socialization is homogenizing and does 
not encourage the child to “broaden boundaries of tolerable” nor behave creatively 
(Cropley 1973).

What is honored in a culture will be cultivated there. (Attributed to Aristotle by Torrance 2003, 
p. 277.)

Of course, as is the case in virtually every comparison of group differences, be 
they sex differences, cultural differences, or anything along those lines, there is a 
great deal of within-group variation. This is a vital point to keep in mind because it 
means that although group averages and tendencies may differ dramatically, there 
are individuals within each group who are more typical of the other group. There 
are many Americans, for example, who have collectivist tendencies, just as there are 
Chinese who are quite individualistic. With this in mind it is inappropriate to refer 
to “the East” and “the West,” or to Eastern and Western cultures. At the very least 
it is a generalization.

CROSS-CULTURAL COMPARISON ERROR

In addition to pointing to socialization and the family, the emphasis on cultural 
values also underscores the fact that cultures, like historical eras, should not be 
compared. Such comparisons are simply unfair. Any comparison will require criteria, 
and those criteria will refl ect one culture or another. It is analogous to the Historical 
and Whiggist biases described earlier; there it was deemed unfair to compare differ-
ent eras, especially if the individual doing the comparing relies on present-day cri-
teria and values.

In my Foreword to Kwang’s (2001) book, I singled out his argument that the East 
and the West both have something to offer creative efforts. Here is the summary 
statement from that Foreword:

[Kwang] captures what may be the key idea in cross cultural studies, namely that cultures differ 
but cannot and should not be directly compared. Any such comparison is unfair, much like the 



common expression (in the West) about comparing apples and oranges. Just to name one example, 
the West might seem to have an advantage for fulfi lling creative potentials in that it allows the 
individual more liberty. Individuality is encouraged, rewarded, expected. There is probably more 
autonomy in the West, less pressure for conformity and harmony. On the other hand, human 
emotions are treated in different ways in the East and the West, with the East typically more 
open to and in control of emotions. This is especially signifi cant when it comes to creativity 
because emotions have such weight in creative work. (Runco 1999a)

Different cultures express creativity in different domains and behaviors. They 
cannot be directly compared, at least in the sense that they are ranked. They differ, 
but any ranking assumes criteria and standards that probably do not apply to all 
cultures.

STOP RULES, CONVENTIONS, AND CULTURAL INHIBITION

Justice has two arms, one for punishing, the other for rewarding. Culture has 
two arms as well. It can reward behaviors that are valuable or punish behaviors that 
are taboo. The behaviors that are rewarded are those deemed to be valuable within 
that culture. The behaviors punished are deemed inappropriate. Values determine 
what is rewarded or punished. Cultural infl uences cannot be understood by simply 
examining what is valuable and what is encouraged. We must also take note of what 
is extinguished. Magyari-Beck (1991) claimed, “individuals can successfully practice 
their creativity if and only if there are no substantial obstacles in the society prevent-
ing them from their creative work” (p. 419).

Individuals within a culture internalize what have been called stop rules or 
fi lters (Anderson & Cropley 1966). In some cultures, individuality and originality 
are acceptable and allowable, and perhaps even rewarded. The more they are re-
warded, and the less punished or ignored, the more creativity will fl ourish. Other 
behaviors may be considered, especially by children (who have yet to fully grasp 
cultural values), but even then they are not expressed if the stop rules have their 
effect.

A third option, in addition to rewarding or punishing creativity, is to ignore it. 
In the case of creative behavior, this implies tolerance. Hence in a family (or class-
room, or business), certain expressions of originality may be allowed. They are not 
punished, nor reinforced. If this occurs, it is likely that individual differences in 
motivation and temperament will determine how much originality is expressed. Its 
expression will not be solely determined by the contingencies. Tolerance is especially 
important for creativity because sometimes it is unconventional and surprising. It 
often refl ects nonconformity. But if that is tolerated, the benefi ts may be apparent: 
Creativity may occur if the individual is so inclined. There are cultural differences 
in the acceptable latitude for behavior and in tolerance levels. There are, then, two 
different contexts in which creativity may be found: that which rewards it and that 
which merely tolerates it.
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Adams (1986) named a variety of cultural taboos that can inhibit the expression 
of creative behavior. In much of Western culture, playfulness and humor may be 
acceptable only in certain groups (e.g., children) and places (e.g., during play time). 
They may be taboo when any actual work needs to be done. That of course is a 
problem if the “work” requires creative thinking. Yet you might imagine going into 
a meeting with your boss, and after he or she says, “this is a serious problem for 
us—how would you handle it?” you reply, “let’s try telling some jokes, playing around 
with it for a while.  .  .  .  !” You are likely to hear what Davis (1999) called a squelcher: 
a phrase like “get serious,” “that will never work,” or “the boss won’t like it.”

TOLERANCE, TALENT, AND TECHNOLOGY

Many cultural differences refl ect varying degrees of tolerance. Indeed, Florida 
(2005) pointed to the three Ts—tolerance, talent, and technology—to explain global 
differences in creativity. He then identifi ed members of the creative class and calcu-
lated population proportions to rank cities and countries in terms of their support 
for those individuals. Different cities and countries have different amounts of the 
three Ts, which supposedly translates directly into creativity.

The creative class represents a group of people, around the world, who suppos-
edly represent a new and distinct social class. This class is made up of individuals 
who work in creative ways or in creative fi elds. This includes engineers, scientists, 
architects, educators, artists, writers, and entertainers. These groups share an eco-
nomic role or function, which is to produce new ideas. These ideas may be expressed 
in original technologies or other products with a creative form or content. 
Interestingly, people in the creative class supposedly share certain traits, including 

Box 8.2
Squelchers

Davis (1999) defi ned squelchers as the things we say to ourselves or to other 
people that tend to inhibit creativity. Some specifi cally refl ect cultural values. 
Others may refl ect family values, though of course these tend to assume cul-
tural values as well. Examples include the following:

What would your mother think?
That will never work.
Can’t be done.
Too expensive.
You can’t fi ght city hall.
We’ve always done it the other way.



diversity, merit, and individuality. This, of course, is one of the controversial aspects 
of Florida’s thesis, for a great deal of research has demonstrated differences among 
creative groups, especially those representing different domains (e.g., architecture 
vs. the arts).

Florida (2004) estimated that the creative class presently includes 38 million 
people. He further estimates this class to account for more than 30 percent of the 
workforce in the United States, but this fi gure is decreasing. He does not agree with 
Gruber (quoted by Runco, 2003c) that creativity is on the rise, at least in the United 
States. China and India are now ostensibly supporting creative talent better than the 
United States, and Ireland (Dublin) and Australia (Sydney) are already well ahead of 
the United States, proportionally speaking (Florida 2005).

Although this approach to culture and national differences is intriguing, obvi-
ously it assumes that creativity is a mature skill and tied to professional activities. It 
does not apply well to everyday creativity. Recall here his ideas about merit as an 
important characteristic. The three Ts’ perspective is useful, however, in pinpointing 
differences that may result from varying levels of tolerance. That idea applies very 
broadly and can be applied in educational or everyday settings to encourage creativ-
ity. Tolerance is among the most important capacities a parent, teacher, or boss can 
possess, if he or she wishes to encourage creativity. Creative people are often uncon-
ventional, and sometimes downright eccentric or nonconformist, but if we want their 
creativity, we should tolerate their unconventional ways.

This is especially true because of the benefi ts they may bring to our lives. 
Elsewhere I proposed that cultural marginality stimulates creativity. Lasswell (1959, 
p. 213) said much the same: “A well-known occasion of innovation is when peoples 
of diverse cultures intermingle, as when the Roman Empire expanded its domain. 
Biologists speak of ‘hybrid vigor’; and presumably some innovations that occur must 
be attributed to whatever increase of basic capability results therefrom. More directly 
obvious is the effect of intermingling upon maps of knowledge.”

Campbell (1960) also supported this view: “persons who have been uprooted 
from traditional cultures, or who have been thoroughly exposed to two or more 
cultures, seem to have the advantage in the range of hypotheses they are apt to con-
sider, and through this means, in the frequency of creative innovation” (p. 391).

EMPIRICAL STUDIES

A number of empirical investigations have explored cultural differences. Jellen 
and Urban (1989), for example, administered their own Test for Creative Thinking-
Drawing Production to children in 11 different countries. Scores from England, 
Germany, and the United States were higher than those of Indonesia, India, and 
China. Jellen and Urban had expected high scores from children in the Philippines, 
but that did not occur. Still, Jellen and Urban concluded that Western culture is 
more conducive to divergent thinking than is Eastern culture.
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Jaquish and Ripple (1984) reported contrasts of various age groups sampled from 
Hong Kong and the United States. The youngest age group had 9-year-old children, 
the oldest, 60-year-old adults. Jaquish and Ripple relied on an acoustic test where 
one word is presented and examinees write down their reactions. Then another word 
is presented, and again examinees write down their reactions. There are four such 
test items (words). Jaquish and Ripple found that the adults produced more original 
reactions than the children, with groups from the United States outperforming their 
counterparts from Hong Kong.

Rudowicz et al. (1995) reported higher scores in Chinese children in Hong Kong, 
in contrast to children in the United States, at least in terms of the Torrance Figural 
tests of DT. This test is a bit different from the fi gural tests from Wallach and Kogan 
(1965) in that the children were required to use a set of circles to create a fi gure. (In 
the Wallach and Kogan fi gural tests, an abstract line drawing is presented and 
examinees write down what the drawing could represent. There, only the stimulus 
is fi gural but the response is verbal.) Rudowicz suggested that it might have been the 
experience with Chinese characters that gave the children from Hong Kong the 
advantage. This explanation deemphasizes cultural values (e.g., individualism vs. 
collectivism of thought), but of course differences could result from a combination 
of those values and specifi c experiences.

Pornrungroj (1992) also used the Torrance Figural tests in a comparison of Thai 
children who were born and raised in Thailand with Thai-American children who 
were born and raised in the United States. Comparisons indicated that the children 
born in Thailand had higher divergent thinking scores, across the board (fl uency, 
fl exibility, originality, and elaboration).

In the most recent examination of such differences, Zha et al. (in press) admin-
istered the Creativity Assessment Packet (Williams 1991) to 56 Chinese graduate 
students and 55 graduate students native to the United States. This is, of course, a 
select sample, all individuals being highly educated. Every individual was in a doc-
toral program at the time of the investigation. In fact, Zha et al. looked at Graduate 
Record Examination test scores, in addition to the divergent thinking test scores 
from the Creativity Assessment Packet.

Not surprisingly, tendencies toward individualism and collectivism were assessed 
with the Individualism-Collectivism Test (Triandis 1995). Put briefl y, this focuses 
on the examinee’s perception of his or her responsibilities and obligations, which 
may be toward their culture or society. There are three subtests, one for Attitudes, 
one for Self-Concept, and one for Values.

Zha et al. (in press) reported that graduate students from the United States per-
formed at higher levels than Chinese graduate students on four of the fi ve indicators 
of creative potential. The exception was fl exibility, which was not signifi cantly dif-
ferent in the two groups. The largest effect size (and therefore difference) was in the 
originality scores. The U.S. students also had the expected individualistic tendencies 
and the Chinese students the expected collectivistic tendencies. They also earned 
higher scores on the Quantitative section of the GRE. Surprisingly, correlations with 



the two cultural groups failed to fi nd strong associations between individualism and 
divergent thinking. Only two of the 30 correlations that might have supported this 
association were statistically signifi cant.

Zha et al. (in press) wrote:

Independent sample t-tests revealed that American graduate students were more individualistic 
than Chinese graduate students.  .  .  .  The stereotypes that Chinese, as a whole, seek conformity 
and the approval of others and from society, whereas Americans, as a whole, seek personal hap-
piness and self-actualization with less regard for the needs of society received some confi rmation 
herein.  .  .  .  Asian countries tend to be more collectivistic compared to the United States, empha-
sizing conformity and obedience, whereas American culture emphasizes the achievement of 
personal goals.

Some time earlier Avraim and Milgram (1977) reported that individuals in the 
Soviet Union tended to have lower scores on tests of divergent thinking than indi-
viduals in the United States and individuals in Israel. They suggested that there was 
more dogma in the Soviet Union, and that this led to more conformity and less 
originality.

Research in Norway and India found that aesthetic and theoretical values pre-
dicted divergent thinking measures among high school students (Paramesh 1971; Sen 
& Hagtvet 1993), but not all of the evidence supports these fi ndings (Kumar 1978).

Of course not all cultural research is psychometric. Mead (1959) compared 
Samoans, Arapesh, Bali, and the Manus and found that creativity was viewed differ-
ently and encouraged differently in each. For the Samoans, creativity involves making 
only slight changes in traditional forms of creativity. For the Arapesh, creativity lacks 
form and “fl ounders in the helpless ineffectuality in the present.” For the Manus, 
creativity lacks traditional form but “a restless seeking, a reaching-out for the new” 
is developed in these people so that they become “not the inheritors of tradition but 
the willing originators of forms of which they are virtually ignorant” (p. 231). Mead 
hypothesized a link between mental health and creativity, which is of course compat-
ible with the views of Lachmann (2005) and others from Chapter 7. Mental health, 
for Mead, is the absence of mental illness and the presence of “active fulfi llment 
of individual potentialities” (p. 222). For her there are two key questions concern -
ing creativity and culture: “How is the problem of individual creativity handled? 
Which individuals, under what circumstances, have an opportunity to experience 
creativity?” (p. 223).

Cultural Rankings

Torrance (2003) threw a broader net by using indicators of what he called 
creativity level, creativity characteristics, and creative occupational aspiration. His 
ranking of cultures and subcultures follows.

 (1) Minnesota
 (2) California
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 (3) West Germany
 (4) Norway
 (5) Chinese, Singapore
 (6) Tamil, Singapore
 (7) Western Australia
 (8) Malay
 (9) Singapore
(10) Georgia, Black
(11) India, New Delhi
(12) Western Samoa

Age Differences within Culture

Torrance (2003) also reported cultural differences in what he had previously 
labeled the fourth-grade slump. The United States generally shows the slump in 
fourth grade, but India and Germany show it one or two years later, at least in 
Torrance’s fi gural test of divergent thinking. Some cultures apparently show little 
discontinuity and slump. In Western Samoa, apparently there were signifi cant dif-
ferences between different schools. These particular investigations support the idea 
of overlap among cultures. That is because the fourth-grade slump probably char-
acterizes only about 50 to 60 percent of the student body; it does not happen to 
everyone, even within one culture. Hence you might have a slumping fourth grader 
in a highly creative culture who behaves more creatively than a particular student 
who is in a less creative culture but is not slumping. The high in the low groups 
might be higher than the low in the high group, if that makes it clearer.

Interestingly, Raina (1989) reported that Indian children did not experience the 
slump. He described a continuous growth rather than discontinuity. Other within-
culture investigations are:

• Baldwin (2003) on African Americans
• Garcia (2003) on Chicano populations
• Oral (2003) and Guencer & Oral (1993) on Turkish
• Niu (2003) on Ancient China
• Hallman (1970) on Hindu theories of creativity
• Chein (1983) on Taiwan

FAMILY AND EDUCATION

Many aspects of culture, including cultural values, are communicated to children 
through the family. This is true, for instance, of values of what is appropriate and 
what is inappropriate. Socialization is pretty much just that—communication (by 
parents and teachers) of what is appropriate and acceptable for children and students. 
Cropley (1967) described this as follows:



Whatever levels of [creative] potential are present in a child, the direction in which they are 
developed (towards convergence or divergence), will be . . . guided by the kinds of interactions 
the children have with their parents. In turn, the parents’ thinking about how children should 
be treated is related to the way in which they themselves were reared, in fact, to the prevailing 
cultural notions about what is right and what [is] wrong behaviour in children. If a culture imposes 
severe negative sanctions against certain behaviours, most parents will try to suppress them 
in their children, while they will try to foster those behaviours of which the culture approves. 
(p. 62)

CULTURAL TRADITIONS AND CREATIVITY

Values sometimes are tied to geographical and cultural traditions. Skills may be 
nurtured out of necessity, or because they were once useful. Mistry and Rogoff 
(1985), for example, found that the Eskimos have developed keen fi gural abilities to 
meet the demands of hunting. They extended this line of thought to the development 
of talent. Talents develop in specifi c domains. Further, different cultures value and 
foster varying skills, thus different talents are encouraged in different cultural con-
texts. The individual development of specifi c talents occurs, then, in cultural contexts 
in which the value of a particular talent is stressed, and that talent is then selectively 
developed. Different cultural groups may foster different cognitive skills that are 
adaptive to a particular environment.

CREATIVITY IN ORGANIZATIONS AND BUSINESS

Basadur (1994) found the organizational climate in Japan to encourage creativity. 
He described mean incentives, and even a language that supported originality. In 
one organization there was a suggestion box and new ideas were treated as “golden 
eggs.”

Walberg and Stariha (1992) wrote about a kind of underinvestment by various 
cultures, which was, of course, the theme discussed by Rubenson and Runco, though 
they focused on underinvestments in the United States.

CULTURAL PRODUCTS AND PROCESSES

Raina, Srivastava, and Misra (2001) suggested that one idiosyncrasy of the West 
is the emphasis on products, and the use of novelty and appropriateness as criteria 
and indicators of creativity. They felt that the East was more process oriented and 
focused on “the experience of personal fulfi llment” (p. 148). This claim about cul-
tural differences was supported in an investigation of literary creativity. Unfortunately 
their conclusion about cultural differences is weakened somewhat by the fact that 
they present data from case studies, with the individuals studied being winners of 
the prestigious Jnanpith Award (“the highest literary award in India”).
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This is slightly problematic because it means that the evidence used to support 
the conclusion about cultural differences is itself slanted toward products. Individuals 
who won this award had been productive in the sense of writing award-winning lit-
erature. It would also be unfair to conclude that all creativity in the West is product-
oriented. There are dozens if not hundreds of descriptions of the creative process, 
especially among artists in the West. Admittedly, most individuals doing research 
on creativity appreciate creative products because they can be studied using highly 
objective techniques; but this does not mean that it is the only perspective of creativ-
ity in the West. It is merely a bias that characterizes the scientifi c research that is 
done in the West.

Perhaps more convincing, then, was Raina et al.’s observations about similarities 
between India and the West. They found, for example, “frustrations and sufferings” 
(p. 151) among the eminent award winners and cited the work of Albert (1971) and 
others on the frequency of similar earlier experiences among creative individuals 
raised in the West. There is also a similarity in the sense that “defi ance of tradition 
has been a feature common to many Jnanpith laureates” (p. 153). Creative individuals 
in the West are also typically nonconforming and unconventional. Very likely, crea-
tivity is inherently original and as such requires some kind of unconventional behav-
ior. A fi nal similarity noted by Raina et al. was that the authors in their study tended 
to be involved in networks of enterprise. This often holds true of creative individuals 
in the West as well (Davis et al., in press; Gruber 1988).

IMPLICIT THEORIES

Culture communicates to individuals via standards, norms, values, and Zeitgeist. 
The last of these, as explained in Chapter 7, refers to “the spirit of the time” and the 
attitudes and values that are shared at a particular time in a particular place. This 
defi nition suggests that a fruitful method for the study of culture and creativity 
involves implicit theories. These are the views held by parents, teachers, and other 
nonscientists.

Spiel and von Korff (1998) examined the implicit theories of scientists, artists, 
school teachers, politicians. They studied the implicit theories of “individuals who 
are assumed to infl uence others views on creativity” (p. 43). More specifi cally, they 
examined the implicit theories of artists, scientists, teachers, and politicians from 
Germany and Austria. Very importantly, they found extreme variability in the 
implicit theories. In fact, they found more variability among the various professional 
groups (teachers, politicians, and so on) than between the German and Austrian 
participants, and more among the professional groups than was found between males 
and females, especially among artists in the West. Admittedly, most individuals doing 
research on creativity appreciate creative products because they can be studied using 
highly objective techniques, but this does not mean that it is the only perspective of 
creativity in the West. It is merely a bias that characterizes the scientifi c research 
done in the West.



Johnson et al. (2003) uncovered differences between India and the United States 
in the implicit theories of creativity that were held by teachers. They used the same 
methodology that was described in Chapter 6 to identify the traits that teachers 
felt were most strongly related to creativity (and traits that were unrelated, or 
contraindicative).

Johnson et al. (2003) concluded, “Indian parents and teachers viewed traits com-
monly considered to be creative or uncreative by U.S. parents and teachers in very 
similar ways, with few exceptions.  .  .  .  Comparisons were made within and across 
cultures between the creativity and desirability ratings of each item. The fi ndings 
support the previous results  .  .  .  in that parents and teachers in the U.S. view creative 
traits in children favorably. They do not support the conclusions of the Indian studies 
regarding the undesirability of creative children (Raina 1975; Raina & Raina 1971; 
Singh 1987). In fact, in the present study parents and teachers in both countries 
viewed, for the most part, creative traits as desirable and uncreative traits as undesir-
able. These observations were qualifi ed, however, by the adjectives which received 
creativity and desirability ratings in opposite directions. These, as mentioned earlier, 
gave some reassurance that measures derived from parent and teacher implicit theo-
ries, and ratings collected using them, are not merely the infl uence of social desirabil-
ity. These observations suggest that the adults not only recognize the indicative and 
contraindicative aspects of creativity, but they understand that some of the traits 
associated with creativity in children may be undesirable.”

CULTURAL METAPHORS FOR CREATIVITY

Cultural differences in attitudes about creativity can often be inferred from 
language and metaphor. This is perhaps most obvious in the Eastern metaphors for 
creativity. Sundararagan (in press), for instance, described how “Chi’i [the vital 
breath] is intimately related to the Taoist notions of spirit and creativity” and is 
strongly connected with nature and natural phenomena (Goleman et al., 1992).

 C U L T U R A L  M E T A P H O R S  F O R  C R E A T I V I T Y  275

Satori and Zen

Torrance (1979a) looked to Japanese culture in his search for an understanding 
of creativity. He spent some time living in Japan and emphasized parallels 
between the Japanese concept of satori and creativity. Satori apparently can be 
defi ned in various ways, and it may be one of those Zen concepts that must be 
discovered for oneself, but Torrance did point out that satori is a kind of 
enlightenment and understanding, a kind of “a-ha,” which results from devo-
tion, being in love with something, constant practice, concentration, “absorp-
tion to the exclusion of other things” (p. ix), and most of all, persistence. 
Clearly, it is possible that the experience of satori parallels and may overlap 
with Csikszentmihalyi’s (1990) concept of fl ow.
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CONCLUSION

At one point in time, the people designing tests of intelligence felt they could 
refi ne the administration and format of a test such that it would be “culture free.” 
The idea there was to minimize or avoid an experiential bias. This kind of bias sys-
tematically favors individuals who have had certain experiences and penalizes indi-
viduals who have not. Efforts along these lines did not last long, however, for it 
quickly became apparent that each of us is a product of our culture. Culture always 
infl uences our development, values, thinking, and behavior. The people designing 
tests gave up on their efforts to develop a “culture free test” and turned to “culture 
fair tests.”

Each of us is indeed a product of culture. Sometimes is it more than one culture, 
but nonetheless we are each tied to our background and our upbringing, and these 
in turn are determined partly by our cultural background. Creativity is infl uenced 
by culture in various ways.

It is certainly true that cultural differences tend to refl ect differences in values. 
It is values that lead to the behaviors of interest. If something is valued in a culture, 
it will be noticed, appreciated, and rewarded. Most cultural differences can be 
explained by examining values.

Generalizations are usually inappropriate, but there is a unique risk in studies 
of creativity and culture. That is because several dimensions of culture have been 
shown to differ among cultures and may inhibit creative persons—yet creativity is 
sometimes a reaction to inhibition! This is a distinct problem, and to convey that, 
the two issues with generalizations about culture can be summarized:

• Any one aspect of a culture (e.g., harmony, individualism) may not characterize 
every individual within that culture.

• Even if one of those aspects of culture does characterize a particular individual, 
he or she may not have the predicted reaction to it.

It is thus inappropriate to assume that any cultural factor (or any potential infl u-
ence of any sort) is necessarily effective. This is especially true of those factors that 
are described as inhibitive. Every individual interprets the environment in an idio-
syncratic fashion. Two individuals can have the exact same experience but have 
entirely different interpretations of it. This is especially clear in the research on stress 
(Runco in press; c) and in the research on creativity. Hence the factors identifi ed 
within any one culture might be labeled inhibitive, but it certainly should be “poten-
tially inhibitive,” and we should expect some creative persons to be immune.

In fact, some creative persons may thrive! Many creative persons are challenged 
by things that would debilitate or inhibit most other persons. Consider the research 
on handedness and creativity. Burke et al. (1989) suggested that left-handed individu-
als are sometimes creative precisely because their handedness puts them in situations 
where they must cope, and their reactions are sometimes creative precisely for that 
reason. This conclusion is, however, based on a small sample of subjects; more data 



should be collected before any conclusions about the impact of a right-handed world 
on left-handed persons is warranted.

Other support for the view that potential inhibitors challenge creative persons 
is biographical and autobiographical. There are notable problems with both biogra-
phies and autobiographies, mostly involving subjectivity and potential biases, yet 
there is quite a bit of commonality among them. Data should be collected using 
experimental methods, but at the very least the biographical studies do suggest that 
some persons are untroubled by problems, and in fact challenged by them. It may be 
useful to view it this way: creativity can be a kind of problem solving, and some 
individuals employ creative problem-solving tactics and procedures when they are 
faced with problems. Some even prefer problems and ambiguity, they sometimes seek 
it out! Along the same lines, some creative persons have described the disappearance 
of problems (Runco 1994b). The problems do not really vanish, of course; they just 
stop being problems. It becomes a joy, and when it does, the situation that was once 
a problem has become something completely different, namely, an opportunity or 
challenge.
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Personality and Motivation

When you are strange, no one remembers your name. —The Doors, People Are Strange

No man clearly understands the sources of his own creativity, and it is only since Freud that we 
have begun to have an inkling of how general this lack of understanding of one’s own motives 
and of the sources of one’s own ideas. —Boring 1971, p. 55
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INTRODUCTION

People change as they get older. They also display different behaviors when situ-
ations change. They may act one way in certain situations but another way in dif-
ferent situations. There is, then, some stability, consistency, and continuity in our 
behavior, but also some variation. Personality is comprised of those characteristics 
that show some stability. Indeed, much of the research on personality is designed to 
identify stable traits. Traits are characteristics that show stability.

Defi ning Personality

What is personality? Personality can be defi ned as “that pattern of character-
istic thoughts, feelings, and behaviors, that distinguishes one person from 
another and that persists over time and situations” (Phares 1986, p. 4). Note 
that this does not rely entirely on traits. Also important is that “the critical 
feature is the unique way in which each person combines these traits” (Phares 
1986, p. 6). This may explain why not every creative person shows exactly the 
same traits.

Do creative individuals have particular traits and tendencies? Very likely they 
do. In fact, in a fairly recent meta-analysis of personality and creativity, Feist (1998) 
concluded that,

Empirical research over the past 45 years makes a rather convincing case that creative people 
behave consistently over time and situation and in ways that distinguish them from others. It is 
safe to say that in general a “creative personality” does exist and personality dispositions do regu-
larly and predictably relate to creative achievement. (p. 304)

The fl ip side is also true. Quoting Mumford and Gustafson (1988), “many 
reasons exist for an individual’s failure to develop ideas or to translate ideas into 
action, but one of the more important infl uences appears to be the individual’s unique 
personality” (p. 34).

This chapter examines theories and research on the creative personality. There 
is an extensive body of research to review; some of the fi rst empirical investigations 
of creativity looked to personality and attempted to identify the core characteristics 
of the creative individual.

The personality approach to creative individuals offers a unique perspective on 
creativity, with both advantages and disadvantages. The personality approach has an 
advantage over many other approaches in that standardized assessment techniques 
are available. These allow an assessment of the reliability and validity of the empirical 
fi ndings. The California Psychological Inventory (CPI), for example, has a Creative 
Personality Scale, as does the Adjective Check List (ACL). Admittedly the predictive 
validity of these scales is not overwhelming. In other words, an individual with 



 P E R S O N A L I T Y  A S S E S S M E N T  A N D  R E S E A R C H  281

usually high levels of autonomy may not be particularly creative. In fact, an individual 
with the creative personality profi le—high levels of the traits just mentioned, and 
low levels of competing traits—may not behave in a creative fashion.

This lack of predictive validity may be due to the uncertainty about whether or 
not the traits manifested by creative individuals actually led to their creative per-
formance. This is the problem of causality. The personality traits in question may 
have facilitated the creativity of artists and scientists involved in the development of 
the measures, but personality is only part of the story. Additionally, personality 
assessments often specify individual traits and tendencies, but what is most important 
is the constellation of traits. Creativity is a complex, after all, and no one predictor, 
cognitive, affective, or personological, tells the whole story. Research indicates that 
the traits do not guarantee creativity, and many individuals have the traits mentioned 
earlier, but do not perform creatively.

A second problem with the personality approach is that of situational infl uences. 
Most psychologists recognize that human behavior is a function of both stable traits 
and environmental, situational variables. Think of a school-aged child, for instance, 
who is shy and slightly introverted. She may not be too eager to sing, dance, or draw 
while in her classroom and around her classmates; but in the comfort of home, she 
may sing, dance, and draw in a spontaneous and creative manner. Her creative poten-
tial and personality is the same in the home and in class, but the situations vary in 
many ways, and these can facilitate or inhibit creative expression. Personality traits 
are relatively stable but not absolutely constant.

This chapter addresses the question given earlier, “Do creative individuals have 
particular traits?” The answer seems to be affi rmative, and interestingly, these rep-
resent both positive and negative traits. Each is discussed later, as are certain con-
traindicative traits, which are characteristics that are not found in creative individuals. 
As you might expect, there are traits that allow creativity but also some that hinder 
it. Domain differences are identifi ed in this chapter, as they were in just about every 
chapter of this volume. How do artists differ from scientists? How do musicians differ 
from painters?

PERSONALITY ASSESSMENT AND RESEARCH

Everyone studying creativity owes a great deal to the seminal studies conducted 
at the Institute of Personality Assessment and Research (IPAR). Many of these 
investigations were conducted nearly 50 years ago. This may seem like a long 
time, but that apparently does not matter. Many of the fi ndings and interpretations 
from IPAR (e.g., Barron 1972; Gough 1975; Helson 1999; MacKinnon 1965) still 
hold true.

IPAR was established at UC Berkeley in 1949. It was originally funded by the 
Rockefeller Foundation. The staff included Eric Erikson, Richard Crutchfeld, and 
Harrison Gough. At that point Frank Barron was a graduate student affi liated with 
IPAR. Donald MacKinnon was the fi rst director. Early studies at IPAR involved 
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architects, writers, mathematicians, and space specialists. Helson (1999) and 
MacKinnon (1975) released histories of IPAR.

In one seminal study MacKinnon (1963) examined the personality, regulations 
of the ego, and images of the self of architects. “Images of the self” were “conceived 
of as an individual system of perceptions, conceptions, and images of himself as a 
person” (MacKinnon 1963, p. 253). It follows that he would collect data from self-
reports and include questions about the ideal self.

There were three groups of architects. The fi rst (Architects 1) was composed of 
highly talented architects who had been identifi ed by professors of architecture in 
the University of California system. A second group of architects (Architects 2) was 
matched with the fi rst group in terms of geographic location (where they did their 
professional work) as well as age. Each in fact had worked with one of the architects 
in the fi rst group for at least two years. A third sample (yes, Architects 3) also was 
matched on geographic location and age but had never worked with any of the 
Architects 1 group. The idea here was a wide representation, with Architects 1 rep-
resenting a very high level of professional creativity, Architects 2 a moderate level, 
and Architects 3 a lower level of creativity. Keep in mind that there was a restricted 
range. Talent levels varied, but all participants were professional architects and pre-
sumably all at least somewhat talented. MacKinnon compared the three groups in 
terms of personality, ego, function, and images of the self, but he also correlated his 
various measures with a creativity rating. This was obtained from a large group of 

F I G U R E  9.1 Architecture is an unambiguously creative domain. The creativity of architects 
has long been studied. This is a photo of the Sydney Opera House.
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architectural experts, including professors from around the nation and editors of 
architectural journals.

Looking at the self-reports from the Adjective Check List, MacKinnon found 
the most commonly given descriptor by Architects 1 was imaginative. For the 
other groups it was civilized and conscientious (Architects 2 and 3, respectively). 
MacKinnon (1965) wrote: “Architects 1 [most creative], more often than either archi-
tects 2 or 3, see themselves as inventive, determined, independent, individualistic, 
enthusiastic, and industrious.  .  .  .  A strikingly different image of the self is held by 
both architects 2 and 3, who more often check as self descriptive the adjectives 
responsible, sincere, reliable, dependable, clear-thinking, tolerant, and understand-
ing” (p. 255). MacKinnon also found less creative architects to be defensive, an idea 
that is consistent with the research on the self-actualization of creative individuals 
(May 1975; Runco et al. 1993). As we will see later in this chapter, self-actualization 
is indicative of self-acceptance and honesty about one’s self. As a matter of fact, crea-
tivity ratings of the architects were positively correlated with the number of unfa-
vorable adjectives checked, meaning that more creative individuals saw themselves 
in a less favorable light. This also could indicate that they were honest about them-
selves and tended less toward socially desirable responding. More creative individuals 
are more likely to admit that they have unfavorable tendencies. The most creative 
group of architects also had the lowest self-control scores.

Issues in Methodology

Restricted range: A homogeneous sample of subjects, or perhaps set of scores, 
that does not show much variation and therefore may not represent the 
population at large.

Socially desirable responding: The tendency of most people to describe 
themselves in a favorable light, or at least respond in a manner that is con-
sistent with expectations and cultural values. Creative individuals may not 
do this as much as others.

Of additional interest is MacKinnon’s measure of lability. Harrison Gough devel-
oped the ACL and described lability in the following way: “Though there is a facet 
of high ego strength in this scale [lability], an adventurous delighting in the new and 
different and a sensitivity to all that is unusual and challenging, the main emphasis 
seems to be on an inner restlessness and an inability to tolerate consistency and 
routine. The high scoring subject is seen favorably as spontaneous, but unfavorably 
as excitable, temperamental, restless, nervous, and high strung. The psychological 
equilibrium, the balance of forces, is an uneasy one in this person and he seems 
impelled towards change and new experience in an endless fl ight from his perplexi-
ties. The low scorer is more routinized, more planful, and conventional. He reports 
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stricter opinions on right and wrong practices, and a greater need for order and 
regularity. He is described by observers as thorough, organized, steady, and unemo-
tional” (quoted by MacKinnon 1963, pp. 259–260). Not surprisingly, lability was 
indeed correlated with the creativity scale ratings.

Note the comment about an uneasy equilibrium. Something along these lines 
has been found many times over in studies of creative personalities. Late in this 
chapter this will be related to observations of the “paradoxical character” associated 
with creativity. Note also the negative relationship with routine and conventions, 
and the suggestion that less creative people are less emotional. This very likely relates 
to the sensitivity and the emotional drive that often characterize creative people. 
Some of this implies a lower level of what MacKinnon called personal adjustment. You 
will see similar reports throughout this chapter: Creativity is associated with both 
favorable and unfavorable traits. In fact, you can probably see why it is useful to begin 
this chapter with a review of the IPAR studies: They covered a great deal of ground, 
much of which we are still exploring in the fi eld of creative studies.

MacKinnon (1965) reported a correlation between the creativity scale scores and 
autonomy, but a negative correlation with the endurance scale form the adjective 
checklist. He was very careful to interpret the second of these because he felt that 
the endurance on this scale might be short term and that creative individuals may 
have their own kind. As he put it, the endurance tapped by the Adjective Check List 
“involves working uninterruptedly at a task until it is fi nished, sticking to a problem 
even though one is not making progress, and working steadily at a single job before 
undertaking others. Endurance of this short range type is not so characteristic of 
the highly creative person as is endurance over a long period of time, even a lifetime, 
with much more fl exibility and behavior and variation and specifi c means and goals. 
In the life history interview, for example, the more creative architects, more often 
than the less creative, point turning to another activity when seriously blocked at a 
task and returning later to it when refreshed, whereas less creative architects more 
often report working stubbornly at a problem when blocked in their attempts at 
solutions” (p. 262). MacKinnon may have been thinking of what more recently has 
been called a network of enterprise: the tendency of creative individuals to have 
several things going on at once and to be able to move back and forth among them 
(Gruber 1988). This gives them an advantage, noted by MacKinnon, in that someone 
can habituate or encounter some sort of block, and put the task aside but continue 
to work in a relative area, only to come back refreshed and probably taking advantage 
of incubation and those kinds of benefi ts.

MacKinnon also reported that the more creative individuals preferred “the chal-
lenge of disorder to the barrenness of simplicity” (p. 263). This, too, was later con-
fi rmed by Barron (1995) among others. It is sometimes tested with various preferences 
for complexity measures (Barron & Welsh 1972).

Turning to the description of ideal selves, MacKinnon found that the most crea-
tive architects, unlike the other groups, would have liked to improve their inter-
personal reactions and social relationships. They wanted to be more considerate, 
forgiving, sociable, sympathetic, kind, generous, tactful, warm, and patient. They 
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also would prefer having a higher level of energy, as was indicated by the terms 
energetic and enterprising in their reports of ideal selves.

Many of these fi ndings from MacKinnon suggest that the more creative archi-
tects are the least conventional. In fact, at one point MacKinnon concluded that “it 
is at once apparent that creative architects feel their primary responsibility is to their 
own high standards of what is right and proper in architectural design” (p. 273). They 
are independent and autonomous in more ways than one. MacKinnon added, “their 
less creative colleagues report more often being able to take other people’s ideas and 
concepts and fashion them into practical architectural designs and programs.  .  .  .  The 
independence with which creative architects work is revealed in their expressed 
dislike and avoidance of administrative work  .  .  .  and in the frequency with which they 
assert that they are not team men and prefer to work alone.  .  .  .  indeed, they see 
themselves as much less interested than their colleagues in making a serious effort 
to keep up with current publications in the literature and architecture” (p. 274). They 
were, then, autonomous and independent and perhaps intentionally marginal, at least 
in a professional sense. Dudek and Hall (1991) reported a follow-up of the creative 
architects fi rst identifi ed by MacKinnon.

Box 9.1
Marginality

Piaget, Freud, Darwin, and many other creative individuals discussed in 
Chapter 7 were professionally marginal. They each worked outside their fi elds, 
Piaget drawing from biology in his work on cognitive development, Freud 
studying physiology before developing psychoanalytic theory, and Darwin 
looking to several other fi elds, including geology, in his writing about biologi-
cal evolution. Skinner and Piaget both explicitly recommended intentional 
marginality, at least in the form of reading outsides one’s own area of expertise. 
Gardner (1993) argued that famous creators actually desire marginality. He 
referred to asynchrony as one form of a desirable tension, in this case, between 
the individual and the fi eld or the domain. In his words, “I maintain that each 
of our individuals stands out in the extent to which he or she sought conditions 
of asynchrony, receiving a kind of thrill or fl ow experience from being at the 
edge and eventually fi nding it diffi cult to understand why anyone would not 
wish to experience the fruits asynchrony” (p. 382). Much of this complements 
the contrarianism of creative individuals, which is discussed later in this 
chapter. It is also entirely consistent with a theme of creative studies, namely 
that many parts of creative accomplishment (and the fulfi llment of creative 
potentials) are a function of choice and intentions. This theme is explored in 
the conclusion to the present volume.
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LONGITUDINAL STUDIES

Longitudinal studies are especially interesting and useful. There is some 
issue about the stability of personality (Rubin 1982) and the possibility that per-
sonality changes through the life span must be acknowledged. Still, this does 
not weaken associations found between specifi c traits and creative potential or 
performance.

Several other longitudinal studies were initiated just about the time IPAR 
was started, and MacKinnon was observing the architects for the fi rst time. In 
one, started in 1950, 80 graduate students, all male, were observed and received 
various measures of intelligence and creative potential. Forty-four years later 
these were assessed again, when the individuals were 72 years old. Comparisons 
indicated stability over the years. Most important may have been that personality 
variables, including tolerance and “psychological mindedness,” explained 20 percent 
of the variability in the measures of creative potential. Some traits (e.g., psycholo-
gical mindedness) were more stable than others (e.g., dominance). Feist and 
Barron saw indications of “norm-doubting,” self-acceptance, and openness to experi-
ence related to creativity. They refuted earlier that creative scientists were hostile 
and arrogant.

Yet another longitudinal study, the Mills Longitudinal Study (Helson 1996), 
began in the late 1950s. Women at Mills College were invited to participate in 1958 
to 1959 and again one year later. They received various measures of personality (e.g., 
the California Psychological Inventory, the ACL, and the MMPI). Creative potential 
was estimated from faculty nominations. Actual creative performance was based on 
career success (when the women had reached their 50s). Helson (1996) admitted that 
“Although our emphasis has been on career productivity as the realization of creative 
potential, we have kept in mind that creative potential may be actualized in other 
ways, such as insight into and development of one’s own personality” (p. 90). Data 
were collected from the parents of the longitudinal participants, as well as from the 
women themselves.

A measure of validity was demonstrated by the fact that that IPAR staff identifi ed 
the same women as the Mills faculty; they agreed on creativity ratings. Additionally, 
various measures showed the more creative women to be less conforming and more 
original, at least on measures of divergent thinking (but not the TAT). The creative 
women also displayed social poise and assurance, achievement through independ-
ence, and persistence. You can no doubt see the profi le emerging from these various 
studies. They seem to agree, for example, that creative individuals are autonomous 
and persistent.

Helson (1999) described an interesting aspect of this particular longitudinal 
study: The women in this sample experienced the Feminist movement early in their 
adulthood. One message of that movement concerned personal independence. This 
means that the participants in the Mills study may have had an experience (the 
Feminist Movement) that other women will not have. This kind of cohort effect 



plagues many longitudinal studies. Frequently a group being followed has an experi-
ence that other cohorts will not. This implies that they may be a unique sample, and 
of course generalizations to other cohorts (who have not had the same experience) 
are therefore questionable. The benefi ts of longitudinal research outweigh the draw-
backs, but of course limitations must be acknowledged, just as Helson (1999) so 
carefully did. In the Mills study, the particular experience may have been especially 
germane because independence plays such a key role in creativity. Importantly, cor-
relations between originality, complexity, and creative temperament administered at 
different points in the longitudinal study (e.g., ages 21 and 27) indicated fairly impres-
sive stability (rs < .44, and some above .70).

Domain Differences

Even early on it was clear that there are differences between various domains 
of creativity. Studies at IPAR, for example, focused on and compared creative 
talents within particular domains (e.g., architecture, writing). Even work in 
the 1930s assumed domain specifi city (e.g., Patrick, 1935, 1937, 1938, 1941). 
Still, the most convincing evidence for such differences was presented by 
Howard Gardner (1983). He marshaled developmental, cognitive, and experi-
mental research in his description of what was eventually eight domains. The 
eight domains in Gardner’s theory are musical, mathematical, verbal, bodily-
kinesthetic, spatial, interpersonal, intrapersonal, and naturalistic. The archi-
tects in the IPAR studies represented an interesting blend of skills. No doubt 
they were strong in spatial skills, but there is more to architecture than spatial 
skills. Several other groups (e.g., writers) were involved in IPAR studies as well 
as architects.

PERSONALITY OF ART STUDENTS

Art may represent the most unambiguously creative domain of all. No wonder, 
then, that artists often participate in studies of the creative personality. Getzels and 
Csikszentmihalyi (1976), for example, worked extensively with art students from 
the Chicago Institute of Art. The art students were observed and received various 
measures, including the Allport-Vernon-Lindzey Study of Values, the Thematic 
Apperception Test, and a sentence completion test. The observations were very 
informative, especially in the fi nding that the more creative students spent more time 
preparing to work than did the other students. Getzels and Csikszentmihalyi 
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described this preparation as a kind of problem fi nding. That meshes well with 
the cognitive literature on problem discovery and problem generation (Runco 
1994b), and according to follow-up assessments done years later, was very important 
for the success of the artists. Those students who spent more time thinking 
and preparing before they painted (while in the studio when data were fi rst 
collected) turned out to be the most successful artists 18 years later (Csikszentmihalyi 
1990). They had a distinctive pattern of traits, as well, with high scores on intro-
spection, imaginativeness, self-suffi ciency, aloofness, and sensitivity. Contraindica-
tive traits included ego-strength, cheerfulness, conformity to social norms, and 
conscientiousness.

Artists also have been studied by Simon (1979), Jung (1962), Bachtold (1973), and 
Gridley (in press). Simon (1979) administered the Myers-Briggs Type Indicator 
(MBTI) to members of an art guild and found them to be oriented toward intuition 
(over sensation). This is indicative of the preference for hidden patterns and hidden 
meanings and a preference for facts over ideas. Jung (1962), whose theory was used 
in developing the MBTI, reported a preference toward turning inward (toward 
oneself ), and an idea orientation in his work with artists. Bachtold (1973) adminis-
tered the 16 Factor test to both established writers (authors) and artists, and then 
later to a large sample of writers, scientists, psychologists, and artists. The more 
creative individuals in these various samples were less conservative and more adven-
turous than the general population. Gridley (in press) reported that the artist in his 
sample of approximately 120 full and part-time professionals were more liberal and 
not conservative.

AUTONOMY, INDEPENDENCE, AND NONCONFORMITY

Autonomy in its various manifestations may play a pivotal role in all creative 
work. This may be because autonomy is functionally related to creativity. It is func-
tional and necessary for all creativity. That is quite a grand claim, especially given 
how diffi cult it is to defi ne creativity, yet there is one thing on which everyone agrees. 
Creative things are always original. There is more to creativity than originality, but 
originality is absolutely necessary. Moreover, originality may require some sort of 
autonomy. Originality implies that the person is doing something that is different 
from what others are doing, and that is probably easiest if he or she is independent 
and autonomous.

Autonomy may also underlie and explain a range of other correlates of creativity. 
Creativity has been related to nonconformity, rebelliousness, and unconventionality 
(Crutchfi eld 1962; Griffi n & McDermott 1998; Sulloway 1996), for example, and it 
is easy to see how these each might depend on autonomy. Surely people can most 
easily rebel if they are autonomous. Just as surely, it would be diffi cult to rebel if you 
depended on other people (low autonomy). This implies that contraindicative indica-
tors may refl ect a kind of conformity.



It also explains why creative individuals are not always universally admired. Take 
the classroom, for example, where creativity is less admired than more conventional 
tendencies, such as courtesy and punctuality. Westby and Dawson (1995) described 
how many teachers may even state that they value and encourage creativity in their 
classrooms, but when asked to describe ideal students, mostly contraindicative traits 
are listed. Educators prefer dependability, reliability, and “good-natured” children to 
those who are “nonconforming,” and “individualistic.” Educators do usually deal 
with large groups, so no wonder they prefer children who are easy to instruct and 
direct.

Independence is sometimes encouraged. Runco and Albert (1985) discovered that 
the parents of many gifted children expected reasonable autonomy. This was evi-
denced by the things they allowed their children to do and the ages at which the 
children were allowed to do them. Parental estimates of the appropriate ages for each 
of the activities were negatively correlated with the divergent thinking of the chil-
dren. One important aspect of divergent thinking is originality.

This is not to say that parents should give complete freedom to their children! 
Parents should provide their children with some freedom, but also show that the 
children must make good decisions. This parent is authoritative but not overly 
authoritarian nor entirely permissive. Children need some independence, but if they 
have too little, they will not develop the self-control and discretion that are also 
necessary for creative thinking.

SELF-CONTROL

Dacey and Lennon (1998, p. 116) emphasized self-control in their profi le of crea-
tivity. In their words, “An almost symbiotic relationship exists between creativity 
and self-control, in that one needs creativity in order to envision a plan or visualize 
a desired outcome, two elements that are essential to self-control.” Dacey and Lennon 
differentiated two kinds of self-control: The fi rst type is “the immediate control that 
we use in our everyday lives at any given moment, such as conforming to appropriate 
forms of behavior, sticking to a routine, or following a schedule to meet a 
deadline.  .  .  .  The second type of self-control requires insight, faith, and a vision of 
the future.  .  .  .  [It] is motivated by passion, self-confi dence, and a sense of self-worth 
(pp. 120–121).

Traits and Creativity

Indicative traits (e.g., autonomy) are positively related to creativity. Contra-
indicative traits (e.g., conformity) are negatively related to creativity. The pres-
ence of these traits may inhibit creative behavior.
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Runco (1996d) referred to something similar about what he called discretion. He 
suggested that all children are creative, though the degree of potential may vary from 
person to person. What is shared, in this view, is the capacity to assimilate and con-
struct original interpretations of experience. We all have the capacity to be original, 
then, but of course creativity requires more than that. Creative things are also fi tting. 
This is where control and discretion come in. They insure that originality is used to 
appropriate ends. Importantly, discretion may explain why some people are creative 
some of the time but conform at other times. Personality theory describes something 
like this as a Trait × State interaction, the idea being that we have stable traits but 
they are expressed in different ways in different environments or settings.

CONTROLLED WEIRDNESS

The view just described, with originality and appropriateness both involved in 
creativity, and autonomy but discretion also involved, is probably what led Frank 
Barron (one of our IPAR heroes) to suggest, “dare to be a radical, but don’t be a damn 
fool.” He also wrote about controlled weirdness (Barron 1993). That label says it all! 
The person has the potential to be weird but controls it. They are imaginative, but 
also realistic. Carlsson (2002) used the term controlled imagination.

DEVIANCE

Several traits associated with creativity can lead to deviance. In this case the 
individual is too original, too autonomous, and the discretion or control is lacking 
or slack.

What is deviance? It depends who you ask. As Eisenman (1994, 1995, 1997) 
noted, both psychologists and sociologists look at deviance, but they do so from 
different perspectives. Eisenman felt that “there has been a terrible fl aw in the 
sociological approach.  .  .  .  With few exceptions sociologists have seen deviance as 
something bad, while deviance should simply mean different. Thus creativity is 
deviance because it involves statistically infrequent behavior. The person who is 
independent in a conforming group is deviant, but perhaps in a good way” (p. 55). 
Eisenman’s own empirical studies of deviance sampled prisoners who were either 
psychotic or had a conduct disorder. He found both groups to be relatively uncrea-
tive. His fi ndings thus did not support the theory that “delinquency may develop as 
a creative enterprise for many adolescents” (Eisenman 1994, 1995, p. 1). He did admit 
that many creative persons may have diffi culty responding to authority. (Think back 
to MacKinnon’s (1965) more creative architects, with their avoidance of administra-
tive work.) The autonomy and independence of creative individuals easily could lead 



to a questioning of authority. Of course it may not be so dramatic and lead to incar-
ceration! Runco (1994d) found a milder case in research within businesses: The most 
creative individuals were the least satisfi ed. One explanation of this is that organiza-
tion is a kind of authority and has authority fi gures, such as supervisors, managers, 
and bosses.

Eisenman (1994, 1995) estimated the creative potential of incarcerated subjects 
with two standard measures. The fi rst was a preference for complexity. Barron (1995) 
had used this measure with great success in IPAR studies, and Eisenman felt it most 
appropriate for his study because it is a nonverbal test and is probably independent 
of intelligence and educational level. Eisenman also used the Thematic Apperception 
Test (TAT). This presents pictures (on small cards) to the examinee and asks for an 
explanation of the scene on the card. Essentially, the individual is asked to tell a story 
about what is implied by the scene on the card. This is a highly verbal projective 
task, the idea being that creativity is projected onto the unique way that individuals 
interpret their world. In addition to the fi nding that both groups of incarcerated 
individuals were relatively uncreative in both their TAT interpretations and their 
preferences, Eisenman found that the psychotic prisoners performed at lower levels 
on the creativity tests than did the conduct disordered prisoners.

PSYCHOTICISM

Some defi nitions of psychopathology emphasize deviance (Benedict 1989; Szasz 
1984). This can create problems, given that deviance is just a kind of difference 
(Eisenman 1994, 1995). Think of it this way: If you put an aborigine from some 
nontechnological area in Manhattan, they will be deviant (maybe not in Los Angeles 
or Venice, but Manhattan, defi nitely). But they are not sick; they are just different. 
That being said, certain forms of psychopathology, such as psychosis, are sometimes 
associated with creative talent. In fact, clinical studies of creative individuals have 
identifi ed a number of characteristics that also could be listed in this chapter as well. 
They are in the other chapters because they often are associated with psychopathol-
ogy. Various forms of deviance are included in the present chapter, but they each 
refl ect some control or discretion as well. Look at it this way: Many of the traits 
listed here refl ect the controlled weirdness of creative people, while the traits in the 
clinical research on creativity refl ect just plan weirdness.

IMPULSIVITY AND ADVENTUROUSNESS

Eisenman also worked with art students who, when encouraged to be impulsive, 
produced more creative works. Eisenman et al. (1974) found that individuals who 
smoked marijuana had relatively high scores on tests of creativity and adventurous-
ness and relatively low scores on authoritarianism. At one point Eisenman admitted 
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that “I previously mentioned that prisoners tend to be low on creativity  .  .  .  there are 
occasional exceptions, but, unfortunately the exceptions tend to be in the area of 
crime: Some prisoners have creative skills when it comes to being a criminal. One 
kind who uses their creative and impulsive tendencies for horrible purposes is the 
anti-social personality disorder. This is the proper term  .  .  .  for what used to be called 
psychopaths, and then later, sociopaths. The anti-social personality is impulsive, 
without conscience, has little or no anxiety, and no empathy for others, although 
they may be clever in sizing up others in order to manipulate them” (p. 63). There 
are debates about the “dark side of creativity” (McLaren 1993) and malevolent crea-
tivity (Cropley et al., in press), and the creative anti-social personality would surely 
fi t into one or both of those.

CONTRARIANISM

In moderation, originality, the questioning of authority, and autonomy are good 
things. In fact, it may be that there is a certain attraction to people who do just that. 
That would explain why so many products are given names implying rebellion and 
independence, and why so many musical groups have names implying the same. How 
many groups have been named “The Outlaws” for goodness sake?

Contrarian Quotes

I’ve got friends in low places. —Garth Brooks

You may be right, I may be crazy, but it just might be a lunatic you’re looking for. 
 —Billy Joel

Happiness is a warm gun. —The Beatles

The fact about contemporaries  .  .  .  is that they’re doing the same thing on another railway 
line; one resents their distracting one, fl ashing past, the wrong way  .  .  .  One keeps one’s 
eyes on one’s own road. —Virginia Woolf, 1931, from Ippolito & Tweney, 2003

Controlled weirdness can lead to contrarianism. A contrarian is someone who 
does something different from what others are doing. The term seems to have been 
used fi rst in the fi eld of economics (Malkiel 1990), but now is used widely in studies 
of creativity (Rubenson & Runco 1992; Sternberg & Lubart 1996). What is important 
for creativity is that the contrarian thinks in a fashion that differs from how others 
think. Creative ideas may result, in part, because contrarian cognition leads the 
individual to original ideas and original directions. Contrarianism deserves special 



attention in part because it can be abused and confused so easily. It is intentional, 
sometimes tactical. If it is unintentional it is best to call it oppositional thinking, 
defi ned by Ludwig as “the almost automatic tendency to adopt a contrary or opposite 
response” (pp. 7–8).

By no means does being a contrarian guarantee creativity. There are many 
uncreative contrarians. Some are contrarians for contrarian’s sake, or more likely 
because it can attract attention (Runco 1995c). But if it leads only to original ideas 
and has no aesthetic appeal, I would call it uncreative contrarianism. Then again, 
your opinion about aesthetic appeal may differ from mine. We might appeal to social 
norms and obtain a consensus, and then I would end up in jail just like Cervantes 
and Lenny Bruce. It is sometimes diffi cult to determine what is appropriate. For this 
reason we will turn to values and intentions later in this chapter.

Crutchfi eld (1962) had quite a bit to say about contrarianism and creativity. He 
referred to some contrarians as counterformists, and he claimed that “some individuals 
are driven to react negatively to the group, to rebel against it, to repudiate its stand-
ards. They are actively countersuggestable. We may call them counterformists in 
order to distinguish them both from conformists and those nonconformists who we 
have termed true independents (p. 137).
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Violations of Expectations

Some contrarianism involves a “violations of expectations” (Lachman 2005, 
p. 162). Lachmann described how these lead to surprise and shock, and as such 
they are attention-getters. So that attention could very well motivate perver-
sion. Lachman gave Marc Chagall and Richard Wagner as examples of how 
violations of expectations may be related to creativity. As Lachman put it, 
“Violations of expectations provide a motive for both creativity and perver-
sion.” His ideas relate easily to contrarianism, because that may be used for 
creativity, or for uncreative but unusual actions. Runco (1999d) referred to the 
latter at “contrarianism for contrary’s sake,” the idea being that the individual 
is not working toward creativity but instead his or her original actions are used 
to gain attention. Clearly, contrarianism can be a good thing, but this is clear-
est when it leads to truly creative efforts. It may not be a good thing when it 
is used to other ends.

A true independent is more likely to be truly creative than a counterformist, who 
has “manifestly ego-involved motivations” (p. 137). These ego-involved motivations 
would supposedly greatly impair creative work. Crutchfi eld extended this, saying, 
the “counterformist strives for difference for difference’s sake” (p. 137). This is 
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exactly what we meant when we said that the contrarian is working toward the wrong 
ends. He or she would be expected to be original only to be original and not because 
originality is useful toward the solving of a worthwhile problem. Crutchfi eld cor-
rectly predicted that any societal reward given for counterformists and deviation “are 
eventually to corrupt whatever creative impulses the individual possesses” (p. 138). 
He even suggested that society can “decontaminate the deviate” by bringing the 
counterformist under control of those societal rewards. Of course it may be a gradual 
process.

Crutchfi eld also correctly worried about the judgment of the counterformist. 
Clearly the individual who is working to be different for difference’s sake will judge 
anything that is in any way deviant to be good and anything that is conventional to 
be bad. A truly creative individual, on the other hand, will tend to judge efforts in 
terms of contributions toward solving of worthwhile and creative problems.

Note again that traits can be worded such that they are indicative (e.g., noncon-
formity and independence) or contraindicative (conformity, counterformity).

CHILDLIKE TENDENCIES, PLAYFULNESS, DAYDREAMING, 
AND PARACOSMS

Creative persons may have a tendency toward playfulness. This may be a refl ec-
tion of their spontaneity and self-actualization. Whatever its origin, it no doubt helps 
them to fi nd divergent and original ideas. In fact, recommendations for enhancing 
creativity often include a suggestion about “being more playful,” and many busi-
nesses have recently attempted to bring playfulness into the workplace (e.g., Berg 
1995; Starbuck & Webster 1991; Tang & Baumeister 1984). March (1987) really 
brought this point home with a technology of foolishness.

Defi ning Play

It is surprisingly diffi cult to defi ne play (see Dansky 1999; Lieberman 1977; 
Piaget 1962). Mark Twain’s (1876/1999) defi nition, from his novel Tom Sawyer, 
is as good as any: “Work is what a body is obliged to do, and play is what a 
body is not obliged to do” (pp. 25–26). This ties play to intrinsic motivation, 
which suggests yet another connection between creativity and playfulness.

Play apparently is frowned upon, in certain cultures and circles, at least if it is 
an adult who is playful. Adams (1974) listed it as a cultural block, his thinking being 
that in the United States, if an adult has a problem, they should be serious about 
solving it. He criticizes that view since it may preclude original thinking. Fortunately 



there is evidence that adults can be playful. Gardner (1993), for example, found the 
creators in his detailed study to be childlike, and this implies a kind of playfulness. 
Then again, he was studying high-level “Big C” creativity.

The child-like tendencies of some creative people lead them in a useful direction. 
Consider in this regard the paracosms and worldplay of certain creative adults (Root-
Bernstein and Bernstein, in press). Worldplay may involve a kind of fantasy life and 
daydreaming, which could be manifested in the construction of futuristic or other 
imaginary worlds and imaginary companions. Apparently worldplay occurs in a 
moderate proportion of certain creative groups, across domains, and is sometimes 
connected to actual professional endeavors (Root-Bernstein et al., in press).

PERSEVERANCE AND PERSISTENCE

The perseverance and persistence of creative individuals have been recorded 
again and again. Csikszentmihalyi (1996) found it to be a common theme in his 
interviews with over 90 established artists, for example, and many others have 
emphasized it (e.g., Torrance 1988). Persistence might be viewed as a prerequisite for 
creative accomplishment simply because important insights often demand a large 
investment of time. Insights may seem to be sudden and quick, but actually there is 
likely to be a protracted development to each (Gruber 1988). They feel sudden 
because they pop into consciousness, but they have been germinating below the level 
of consciousness for some time. That germination usually involves searches, and 
perhaps even restructuring of one’s knowledge base, and the acquisition of the neces-
sary knowledge, like the incubation and insight process, can take quite some time. 
We are, however, talking about high level accomplishment, and everyday insights 
might be much faster. For high-level accomplishment, Hayes (1989) and Simon (1988) 
estimated a 10-year rule. A decade may be necessary for the person to master the 
knowledge necessary to understand the gaps and nuances of a fi eld. Domain differ-
ences are apparent of course simply because some domains have more knowledge to 
master than others. Persistence would be especially important in the larger domains. 
It is possible that creative individuals are not so much persistent as they are intrinsi-
cally motivated, but they appear to be persistent because they are so motivated. 
Intrinsic motivation is discussed next. For Cropley (1997, p. 236), “In addition to 
possessing certain personal traits, creative individuals are characterized by their 
willingness to expend effort.” That is a good defi nition of persistence: The willing-
ness to expend effort.

Persistence would explain why creative individuals can battle with adversity 
(Chambers 1964; Cox 1983). They keep at it until they adjust or cope. This could 
work the other way around: Adversity may help them to develop persistence. Nietzsche 
said, “that which does not kill me makes me stronger”. It may be that adversity 
teaches the individual to persist. Adversity may be overcome if the person is persist-
ent, so persistence becomes an operant, a tactic that is employed whenever diffi culties 
are encountered in the future.
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Perseverance was clearly important to the seven “exemplary” creators studied by 
Gardner (1993). They were each hardworking and almost obsessive in their commit-
ment to their work. This gave others the impression that the creative person was 
focused on him- or herself. Gardner described how the famous creators frequently 
ignored or even misused others in efforts to complete their work. Perhaps this also 
was more a refl ection of their intrinsic motivation and persistence more than anti-
social tendencies.

OPENNESS TO EXPERIENCE

The fi eld of personality is rather large. There are dozens, perhaps hundreds of 
theories and models. Of all the models of personality currently available, the fi ve 
factor model (Costa & McCrae 1999) is certainly one of the most widely studied and 
respected. It has been used in various studies of creativity and personality (King 
et al. 1996; Kwang & Rodrigues 2002; McCrae 1987; Wolfradt & Pretz 2001). Its 
Openness to Experience dimension seems to be the most strongly tied to creativity 
(Dollinger et al. 2004; George & Zhou 2001; MacKinnon 1960; McCrae 1987; 
Pruhbu 2006). Helson (1999) labeled Openness a “cardinal characteristic” for creativ-
ity, and the only other cardinal characteristic she listed was originality.

Defi ning Openness

McCrae (1987) describes openness to experience in detail, relying on the NEO 
personality inventory. Openness in this perspective involves a sensitivity to 
fantasy, feelings, aesthetics, ideas, actions, and values.

The Big Five Personality Traits

The Big Five Personality Traits are neuroticism, extraversion, openness, agree-
ableness, and conscientiousness.

Once again it is easy to see an interaction among creative characteristics. Just as 
persistence and intrinsic motivation may interact, and may sometimes lead to what 
appears to be self-promotion and asocial tendencies, so too could openness to experi-
ence interact with a range of behaviors and tendencies, including autonomy, uncon-
ventionality, and sensitivity. As a matter of fact, Amabile et al. (1993) administered 
the NEO Five Factor Inventory to a small group of professional artists and found a 
strong tendency toward openness, and openness to be related to a preference toward 
intrinsic motivation as measured by the work preference inventory.



Openness to experience may be directed outward or inward. It sometimes has a 
downside. Rothenberg (1990), for example, described the author John Cheever and 
the pros and cons of his openness to the subjective experiences. Cheever won a Nobel 
Prize for literature—and he was an alcoholic. In interviews with Rothenberg he 
described in detail how his openness to preconscious material gave him original ideas 
but scared the daylight out of him. The implication is that it can cause someone to 
drink.

Experimental support for this kind of openness to one’s subjective world was 
supplied by Gudmund Smith (Smith & Amner 1997; Smith & van der Meer 1997). 
Similarly, Carlsson (2002) concluded that “the strong subjectivity in a highly creative 
person most likely entails disadvantages as well as advantages—the openness and 
attraction towards complexity also puts a strain on the individual.”

ANXIETY

The strain just mentioned may sometimes create anxiety. There is a small com-
plication, in fact, because although creative talents often give a person an advantage 
in the form of coping skills, creative efforts and processes can at other times frighten 
or disturb.

Anxiety is one example of disturbance. It can undermine just about any perform-
ance, and indeed has been related to various measures of creative talent. There are 
clear individual differences or tolerances. Sometimes the individual has too little 
challenge and effort is not required. There may even be boredom (Csikszentmihalyi 
2000)—too much and anxiety results. Alternatively, a diffi cult situation may chal-
lenge and even energize the individual, but if that person experiences anxiety, the 
diffi culty is too extreme or coping is not adequate. Simply put, anxiety is a signal 
that something is wrong.

TOLERANCE OF AMBIGUITY

Tolerance of ambiguity may provide some individuals with very high tolerances. 
Vernon (1970) seemed to think that this was the most important trait for creative 
work (cf. Golann 1962; Stoycheva 1998, 2003). Tolerance of ambiguity may allow the 
person to deal with the ill-defi ned nature of problems that have creative potential. 
It may also allow them to tolerate the range of options that should be considered. 
Some people may be more comfortable with closure (Basadur 1994; Runco and 
Basadur 1993). They are uncomfortable with the uncertainty that is a part of not 
having a solution ready at hand. This may lead them to satisfi cing, which is the ten-
dency to take the fi rst adequate solution that comes to mind (rather than postponing 
judgments and considering a wider range of options). Tegano (1990) offered evidence 
that the Tolerance of Ambiguity Scale was positively correlated with a creativity style 
index.
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Tolerance of ambiguity may be especially useful when working on problems in 
groups. This of course would include brainstorming, but other group work as well. 
Comadena (1984) demonstrated empirically that a tolerance of ambiguity was predic-
tive of ideational fl uency (i.e., the tendency to produce a large number of ideas) when 
brainstorming.

Interestingly, Furnham and Avison (1997) found tolerance of ambiguity to be 
associated with aesthetic preferences. In particular, individuals with a high tolerance 
of ambiguity preferred surrealistic paintings.

Such tolerances may refl ect the openness mentioned earlier. It is easy to see that 
if someone is open to different possibilities, that person by defi nition will be tolerant 
of a wide range of options. He or she may even tolerate the stigma that is sometimes 
attached to being a creative eccentric or unconventional person (Rubenson & Runco 
1992). From another angle tolerance may be of great value when working with uncon-
ventional people! This kind of interpersonal tolerance is frequently necessary in 
educational settings, when a creative child has original ideas that are not in line with 
the curriculum or lesson plan (Runco 1991c), and also on a larger scale in society 
where diversity is necessary for cultural evolution and creativity (Florida 2004; 
Richards 1999).

Tolerance may also be required for creative persons to tolerate themselves! You 
may have noticed that the constellation of characteristics and traits that describes 
creative people is an odd mix. Of course not all creative people have all the traits 
mentioned in this chapter, but still they may have what have been called paradoxical 
personalities or antimonies (Barron & Harrington 1981; Csikszentmihalyi 1996). People 
sometimes have problems with such personal paradoxes. Many of the Freudian 
defense mechanisms were intended to hide or resolve such things, and fascinating 
research on cognitive dissonance (Festinger 1962) demonstrated how we might 
change the way we think to avoid certain kinds of intrapersonal confl icts. The toler-
ance that characterizes creative people may allow them to accept their own paradoxi-
cal personalities. In their list of the characteristics of creative people, Barron and 
Harrington (1981) referred to the “ability to resolve antinomies or to accommodate 
apparently opposite or confl icting traits in one’s self concept, and fi nally, a fi rm sense 
of self as “creative” (p. 453). More will be said about these paradoxes and antimonies 
as we move through the remainder of this chapter. The very next characteristic to 
be discussed may seem incompatible with tolerance itself.

SENSITIVITY

Greenacre (1957) suggested that artists have a biological tendency toward unusual 
levels of sensitivity. Sundararagan (in press) claimed that poetry in particular requires 
sensitivity. She meant both the writing and the reading of poetry. She quoted Owen 
(1992, p. 302) on how “poems teach attention to  .  .  .  subtle differences.” She also tied 
sensitivity, which is often noted in artists and other creative individuals, to openness, 



which is also thought to be a common personality correlate of creativity. She also 
suggested a connection to the Chinese concept of Chi. (This is not the same thing 
as Ch’i, which is a kind of energy and is sometimes spelled Qi.)

May (1959) referred to artists as “the antennae of the race” (quoted by Abra 1997, 
p. 60). This idea was echoed in Shlain’s (1991) demonstration that artists often 
capture key ideas before scientists. They may do this because they are antennae, they 
are sensitive to gaps, changes, Zeitgeist.

Sensitivity may direct our perception. This was implied by the quotation earlier, 
but is also quite apparent in what Stein called physiognomic sensitivity (also see 
Wallach & Kogan 1965). “When an individual sees a stimulus in terms of human (or 
human-like) actions or feelings, his perception is physiognomic” (Stein 1975, p. 5). 
Stein cited three empirical studies suggesting a connection between creativity and 
physiognomic sensitivity. He also described connections to empathy, affect, and 
artistic style.

An intrapersonal sensitivity is suggested by the psychological mindedness uncov-
ered by MacKinnon (1962) in the IPAR studies, and by Smith and van der Meer’s 
(1997) study of older adults. They noted, “creativity is an attitude toward living, 
which may or may not be associated with artistic talent, scientifi c originality, or other 
typically creative endeavors.  .  .  .  The creative person is driven by an urge to look 
deeper than the surface of everyday living, to fi nd the historical roots of his or her 
existence, and to let this insight form one’s future prospects” (p. 335).

The paradox here concerns how creative people can be sensitive but at the same 
time resilient and stand up to pressures to conform and be conventional. Very likely 
their sensitivity is such that they feel and see details and nuances but not the kind 
that leads them to give in to norms and conventions. Alternatively, we can use the 
idea of a constellation again such that creative people must be both sensitive but also 
adaptable in order to see those nuances but also resist pressures to confi rm. For 
reasons like this, Runco (2005) suggested that the most important thing parents and 
teachers can do to protect the creativity of their children and students is to reinforce 
ego-strength. That will allow even sensitive children to deal with pressures to 
conform. If the term ego-strength is too psychodynamic for you, think of it as a kind 
of courage. As May (1975) said, we each need the “courage to create.”

CONFIDENCE

The ego strength would be manifested as confi dence. Confi dence may be par-
ticularly useful in some of the more performance-oriented domains. Perhaps it is 
useful in all creative domains, but to varying degrees. Consider what it will take to 
perform the highest (world class) levels. Talent, of course, but also confi dence. 
Without confi dence the individual may not even try to maximize his or her skills. 
The individual may need to believe “I am the greatest” before he or she puts the 
effort into demonstrating it.
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Athletic domains probably require extraordinary levels of confi dence. Without 
extreme confi dence, the athlete may not put 100 percent into the effort. Consider in 
this regard the sprinter named Justin Gatlan. He won the 100 meter sprint in the 
World Track and Field Championships in 2005 and was the Olympic Champion in 
2004. His margin of victory in the former was the largest in history, the winning 
time being 9.88 seconds and second place being 10.05 seconds. Gatlan was inter-
viewed after the race and said “so I did get some kind of record, huh? It is great to 
show how dominant I am this year, running fast times consistently and winning 
every race. I prayed before the season to be dominant, and it has all come together” 
(USA Today, Sports, Section C, Monday August 8, 2005, p. C1). Dominance was also 
frequent in interviews with Shaquille O’Neal, world champion center for the Los 
Angeles Lakers, and with Muhammad Ali, who often claimed “I am the greatest.” 

Box 9.2
Parental Personalities

Certain personality traits seem to refl ect genetic background. This does not 
mean that a parent’s personality will be readily apparent in a child’s personal-
ity, but there may be traits that are shared, and thus if the environment sup-
ports them, parent-child correlations would be found. It is also probable that 
certain parents are likely to encourage the key characteristics of their children, 
such as the ego-strength we just discussed. Also think back on our discussion 
in autonomy and the correlations between parental expectations for independ-
ence and children’s creative potentials.

More recent research found parental infl uences on achievement motives. 
This is very relevant to the discussion of autonomy because it was a particular 
kind of achievement motive, namely, achievement through independence. 
Runco and Albert (2005) found that the gifted boys in their sample, and the 
parents of these boys, had much higher scores than is usual on the achievement 
through independence scale of the CPI. They also had signifi cantly lower 
scores than the normative groups in terms of achievement though conformity. 
This fi ts extremely well with the creativity literature, for creative persons are 
usually independent. It is diffi cult to be creative without being independent. 
The reason given earlier in this chapter was that creativity requires originality, 
and originality can be found through independent thoughts and actions. 
Originality cannot be found through conformity. As a matter of fact, original-
ity is just about the opposite from normative. Additional support for this was 
given by Gough and Bradley (1996), and found Ai scores to be correlated with 
Barron Welsh Art Scale scores.



Perhaps this is what it takes, in some areas, to be world champion. In more coopera-
tive domains it is unlikely that an overly confi dent individual will get far. Social 
attributions are so important and reputations are essentially social constructions 
(Kasof 1995; McLaughlin 2000).

Self-confi dence was one of the key characteristics identifi ed by Feist (1998) using 
meta-analytic techniques. He also found openness to experience, as well as low con-
ventionality. Domain differences (e.g., artists vs. nonartists, scientists vs. nonscien-
tists) were apparent.
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Box 9.3
Zeitgeist and Personality

The concept of Zeitgeist (“the spirit of the times”) was very useful in Chapter 
7 and the historical perspective therein. Zeitgeist is also relevant here. Consider 
the example Zeitgeist of the 1950s. Mt. Everest and the four-minute barrier to 
the one-mile footrace were both conquered (1953 and 1954), and a recent 
biography of Roger Banister, the fi rst person to break the four-minute barrier, 
indicates that both were related, at least in the optimism and Zeitgeist. 
Apparently Banister and his coaches were very familiar with Hillary and 
Tenseng, the Sherpa who conquered Mt. Everest. They felt that Everest was 
one of the last natural remaining challenges and hoped that an Englishman 
would accomplish the feat. Hillary and Tenseng did indeed conquer Everest, 
not too long before Banister conquered the mile.

Banister may have been confi dent in part because the other challenge had 
been met. Additionally, this was not long after World War II. The individuals 
involved, and their countries, survived it. They heard about the optimism of 
the post-war United States. The United States was, at that time, growing into 
the scientifi c and industrial power, and apparently all over the world the atti-
tude of the Americans was well recognized. Americans were optimistic and 
confi dent. The Zeitgeist of the times, then, was fi lled with optimism about what 
could be accomplished. Of course, the biographer of Banister makes it clear 
that he had a natural talent, an incredible work ethic, an exercise regimen that 
worked extremely well (Banister was studying medicine at the time) and a good 
deal of “cheek.” The last of these says something about Banister’s personality, 
and in particular his persistence and confi dence. Apparently he was also a bit 
of a contrarian, almost always insisting to train in his own fashion and often 
resisting the strong suggestion to work with a coach.
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In most domains, a modicum of confi dence is probably appropriate. Potentials 
probably are fulfi lled only when there is a fi t between the individual and the require-
ments of the domain (Albert & Runco 1989, Runco & Albert 2005). An athlete with 
too little confi dence may never reach his or her top performance. An overconfi dent 
writer may not put the time into his or her novel and thus fail to refi ne it so it is the 
best literature it can be.

SELF-PROMOTION

Recall here Gardner’s (1993) fi nding creative people to be self-promoters. This 
was undoubtedly the case for the individuals he studied. Picasso, Stravinsky, Gandhi, 
Freud, Graham, Einstein, Eliot—they were eminently creative. This might suggest 
that the ideas of fi t and domain-specifi city are incorrect, but then again there is some 
question over the generalizability of any case study result. Counterexamples of self-
promotion are not diffi cult to fi nd. Richard Feyman was well-known for disregarding 
honors and “doing his own thing.” Darwin avoided debates over evolutionary theory. 
(Thank goodness for Thomas Huxley, “Darwin’s Bulldog.”) Bob Dylan frequently 
shuns publicity. It is a complicated issue. Someone might even promote him- or 
herself by saying self-defacing things and presenting a modest persona. Many crea-
tive people do this kind of impression management (Kasof 1995; Runco 1995c).

Mozart exemplifi es this. He had a reputation for composing without rough drafts 
and only in fi nal form, but evidence suggests that he actually went through many 
early versions of his compositions (Cropley et al., in press). This seems like impres-
sion-management; Mozart may have been manipulating his public persona.

INTROVERSION

A tendency toward self-promotion might suggest that creative people are extra-
verted rather than introverted. There is confl icting information about this. 
Introversion, for example, is sometimes a part of the stereotype of the creative 

Meta-Analysis of Personality

Meta-analysis is one of the most powerful techniques in the social and behav-
ioral sciences. Scott et al. (2004a, 2004b) used it twice to examine the impact 
of creativity training (also see Ma, in press). The power comes from the robust 
statistics used as well as the data. The data represent individual studies (i.e., 
the effect size reported in each study), so in a sense each data point represents 
a sample.
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person. Feist and Barron (1995) included it in their profi le of the creative personality, 
and Cheek and Stahl (1986) found shyness to be signifi cantly related to the creative 
potential of children. Yet a great deal of research has reported negligible correlations 
between introversion and creativity. It very likely depends on the domain in which 
the individual is working or interested.

Another possibility is that what sometimes appears to be introversion is actually 
just focus or task commitment. After all, creative people are often persistent and 
highly motivated about their work and projects. For that reason they put a great deal 
of time into creative efforts. This is time away from other activities, which for some 
may include time away from socializing.

Opportunity Costs

There is No Such Thing as a Free Lunch. If someone invests time in one thing 
(e.g., creative work), he or she has less time for other things. Economists refer 
to opportunity costs to describe this sort of thing (Rubenson & Runco 1992). 
Much the same is found in developmental psychology where children who 
watch enormous amounts of television (the national average is nearly 30 hours/
week!) do not have time for imaginary play, reading, and socializing. This is 
displacement theory (Runco 1984).
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Beghetto (in press) found that students high in creative self-effi cacy spend as 
much time with their friends as other students and are, if anything, more active in 
bands, drama, and similar social groups. This is certainly inconsistent with the idea 
of introversion as a core characteristic for creativity.

PARADOXICAL PERSONALITIES AND ANTIMONIES

Although this chapter lists many different characteristics, it is best to describe 
the creative personality as a constellation and complex. No one trait leads directly 
to creativity—they interact. And it is a complicated interaction. This is most obvious 
in the paradoxical personalities and antimonies mentioned earlier.

MacKinnon (1962), Barron (1964; Barron & Harrington 1981), and 
Csikszentmihalyi (1996) each described these paradoxes. “Paradox” might not be the 
best label, given that it is only at fi rst blush that the contradictions are suggested.

It is possible that it is the creative work itself that allows incompatible traits to 
co-exist. MacKinnon (1962, p. 490) may have felt this way when he wrote, “it would 
appear that the creative person has the capacity to tolerate the tension that strong 
opposing values create in him, and in his creative striving he effects some reconcili-
ation of them.” Or it could simply be that contradictions constitute one of the costs 
of doing creative work. Artists have been known to accept their own mood swings 
and depression because they know these things can contribute to their creativity. 
Intrapsychic tension may represent a similar necessary sacrifi ce.

MacKinnon (1962) also reported one of the more interesting examples of a per-
sonality paradox. He found creative architects to be open to emotions and self-aware 
and to express a wide range of interests. At the same time, although his sample was 
male and data collected when sex-role stereotypes were fairly polarized, the architects 
were open to feminine options in thought and behavior.

The tendency toward paradoxical combinations of personality traits is not limited 
to architecture. Csikszentmihalyi (1996) uncovered a number of paradoxes in his 
interviews with highly successful individuals representing a range of domains and 
careers. His sample seemed to be both logical and naive, disciplined yet playful, 
introverted and extraverted, realistic but imaginative, objective but passionate, and 
feminine and masculine. Gardner (1993) found that his seven exceptionally creative 
people exhibited unusual combinations of personality and intelligence, and this, too, 
cut across domain. Gardner described how the cases differed from one another in 
terms of their dominant intelligences (such as linguistic, personal, logical, spatial, 
musical, scholastic, bodily, mathematical), as well as in the breadth and combination 
of their intelligences, but how they shared self-confi dence, alertness, childlike curios-
ity, unconventionality, dedication, and obsessive commitment to their work.

The paradoxes are not, then, indicative of some recent trend, either. Einstein 
was born in 1879, for example, Eliot in 1819, and Gandhi in 1869. In fact, over 40 
years ago, Barron (1964) wrote that “individuals who distinguish themselves in 
artistic, scientifi c, and entrepreneurial creation exemplify vividly in their persons the 



incessant dialectic between integration and diffusion, convergence and divergence, 
thesis and antithesis.  .  .  .  I have attempted  .  .  .  to understand the specifi cs of this 
essential tension.  .  .  .  I have come to the following most general conclusion: In the 
sequence of related acts which taken together as a process result in the creation of 
something new, there occur consistently a rhythmic alteration and occasionally a 
genuine resolution or synthesis of certain common antinomies (p. 81).

As a matter of fact, it really is remarkable how well early studies of the creative 
personality (e.g., Barron 1955; Drevdahl & Cattell 1958; Gough & Woodworth 
1960; MacKinnon 1960; Maslow 1971; Rogers 1954/1959; Taylor & Barron 1963) 
have held up to empirical scrutiny. On that topic of endurance I should also turn 
to self-actualization. Its relationship with creativity has been recognized for over 
50 years.

SELF-ACTUALIZATION

Maslow (1968) defi ned “self-actualizing (SA) creativity” as springing from the 
ordinary events of our lives. He believed that the drive toward self-actualization is 
innate in all humans and will seek to unfold naturally as long as a person lives. SA 
creativity is an important part of that process of unfolding: “SA creativeness stresses 
fi rst the personality rather than its achievements, considering these achievements to 
be epiphenomena emitted by the personality and therefore secondary to it. It stresses 
characterological qualities like boldness, courage, freedom, spontaneity, perspicuity, 
integration, self-acceptance, all of which make possible the kind of generalized SA 
creativeness, which expresses itself in the creative life, or the creative attitude, or the 
creative person. I have also stressed the expressive or Being quality of SA creative-
ness.  .  .  .  SA creativeness is “emitted,” or radiated, and hits all of life, regardless of 
problems, just as a cheerful person “emits” cheerfulness without purpose or design 
or even consciousness” (p. 145). Self-actualization is a refl ection of an individual’s 
character and personality. It is therefore apparent in everything the person does. It 
exemplifi es everyday creativity and the creative process. Rogers (1995) recognized 
this: “The action of the child inventing a new game with his playmates; Einstein 
formulating a theory of relativity; the housewife devising a new sauce for the meat; 
a young author writing his fi rst novel; all of these are, in terms of our defi nition, 
creative, and there is no attempt to set them in some order of more or less creative” 
(p. 350). Maslow agreed “that a fi rst-rate soup is more creative than a second-rate 
painting, and that, generally, cooking or parenthood or making a home [can] be 
creative” (p. 136).

Self-actualizing tendencies may be one reason why creative people are sometimes 
seen to be playful and childlike (Gardner 1993). Children are spontaneous, uninhib-
ited, and authentic, much to the advantage of their creativity. Self-actualized indi-
viduals are also spontaneous, uninhibited, and authentic, with the same benefi t. The 
benefi ts apply across the life span. Vaillant (2002) listed creativity as one of four basic 
activities that make retirement rewarding. (The other three are replacing workmates 
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with a new social network, rediscovering how to play, and continuing lifelong 
learning.)

Self-actualization is not only involved in actually creating, it is also involved in 
viewing and appreciating creative things. Consider Rollo May’s (1975/1994, p. 22) 
position that “in our appreciation of the created work  .  .  .  we also are performing a 
creative act  .  .  .  we are experiencing some new moment of sensibility. Some new 
vision is triggered in us by our contact” with the work of art.

Rogers (1995), too, located the primary motivation for creativity in the individu-
al’s innate need to actualize him- or herself, to become his or her potentialities. This 
brings us to the topic of motivation.

MOTIVATION

It is diffi cult to discuss personality without talking about motivation. A number 
of the characteristics and tendencies listed previously are inextricable from certain 
motives. Some may be a direct expression of motivation (e.g., persistence). Very likely, 
most of our motives have a basis in our genetic make-up (some of which we share 
with others, and some of which may refl ect individual differences) and our 
experience.

You might say that intrinsic motivation is most important for creativity and that 
extrinsic factors (incentives, rewards, grades, or even surveillance) sometime inhibit 
creative efforts. There is much more to it than that, however. There are different 
paths to creative performance, different reasons to fulfi ll creative potentials. Consider 
the adage, “necessity is the mother of invention.”

Necessity as the Mother of Invention: Reactive Motivation

One perspective on the motivation for invention and perhaps creativity assumes 
that they are the result of some need and therefore a response to a problem of 
some sort. One of the more interesting demonstrations of this was in the 
research of Finke (1990), where undergraduates tended to be the most inventive 
when they were unable to choose the category in which they were presented a 
problem. Some undergraduates were forced to focus on furniture, and others 
were forced to focus on toys. Similarly, some were forced to focus on a part of 
the furniture or toys such as a handle or a wheel, but others were allowed to 
choose the part or even category in which to work.

Sometimes creative efforts are motivated by a desire for immortality. As May 
(1975) put it, “Creativity is a yearning for immortality. We human beings know that 
we must die. We have, strangely enough, a word for death. We know that each of us 
must develop the courage to confront death. Yet we also must rebel and struggle 



against it. Creativity comes from this struggle out of the rebellion the creative act is 
born [expressing] a passion to live beyond one’s death” (p. 31).

Intrinsic motivation has been associated with talent at least since the time of Sir 
Francis Galton’s (1869) Hereditary Genius. He pinpointed intrinsic motivation as one 
of the most important “qualities of intellect and disposition,” and went on to explain 
its function as an “inherent stimulus.” Approximately 100 years later Nicholls (1983) 
argued, “First  .  .  .  it maintains the activity needed to establish the necessary skills or 
information and to generate the necessary possible solutions.  .  .  .  Second, it brings 
an attitude of mind that allows task requirements to come to the fore” (p. 270). Recall 
also the IPAR research and the seminal research of MacKinnon (1962), Crutchfi eld 
(1962), and Golann (1963).

MacKinnon (1962) described intrinsic motivation as more of a trait, and expres-
sion of personality as more than a temporary state. More recently Csikszentmihalyi 
(1996) explained how both temporary states and personality traits both support crea-
tive work, and he pointed to the fl ow state (not a trait) and the autotelic personality, 
where “auto” refers to oneself, and “telos” to a goal. This points toward intrinsic 
motivation. In a series of impressive investigations Amabile (1990) demonstrated that 
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Box 9.4
Intrinsic Motivation in History and Art

Galton (1869) described the importance of intrinsic motivation for talent, but 
even before that it was a recognized infl uence on artwork. Woodmansee (1994) 
referred to a little known essay, written in German, with a title that translates 
to something like “Toward a Unifi cation of all of the fi ne arts and letters under 
the concept of self suffi ciency.” It was written by Karl Philipp Moritz (1756–
1793). In it he defi ned art as “self-suffi cient totalities” (from Woodmansee 
1994, p. 11). Artworks in this view are produced and consumed “for their own 
sake.” Moritz also suggested that a work of art is produced and consumed 
“disinterestedly,” which may be interpreted as “purely for the enjoyment of 
their internal attributes and relationships, independently of any external rela-
tionships or effects they may have” (Woodmansee, p. 11). Dudek (in press) 
more recently described something like “art for arts’ sake.” Moritz’s essay was 
written in 1785.

Interestingly, Woodmansee went on to quote Jacques Derrida from an 
essay titled Economimesis, in which “free art” is distinguished from “mercenary 
art.” Derrida referred to the potential “salary” that might infl uence someone 
as they produce or consume art. These same ideas are being rediscovered in 
modern-day psychoeconomic theories of creativity (Rubenson & Runco 1992, 
1995; Sternberg & Lubart 1995).
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creativity most often is associated with intrinsic motivation and that extrinsic motiva-
tions can interfere with creative work, but that both can sometimes energize the 
creative person.

Hennessey (1989) demonstrated that people can be immunized so that extrinsic 
factors will not entirely undermine creative efforts. Hennessey used a videotape that 
showed a child, of the same age as the viewers, discussing academic work. The chil-
dren in the videotape were modeling intrinsic motivation. Children being immu-
nized also received direct training (storytelling emphasizing the value of intrinsic 
motivation, and paper-and-pencil exercises). Apparently the immunization was suc-
cessful. The children were resistant to extrinsic pressures. Hennessey and Zbikowski 
(1993) reported similar positive results of immunization procedures, but a number 
of questions were raised about the same by Gerrard et al. (1996).

Rubenson and Runco (1992, 1995) took a different approach in their explanation 
of how extrinsic factors can infl uence creativity. They used the psychoeconomic 
model, and especially the idea of a costs : benefi t ratio. Costs and benefi ts can both 
be extrinsic. In psychoeconomic terms, high costs or low benefi ts are both likely to 
inhibit creative efforts. Low costs and high benefi ts of course have the opposite 
effect. There are implications of this at every level, from the child to society as a 
whole. If we want a creative society, we need to minimize the costs and increase the 
benefi ts such that creative potentials are fulfi lled. Importantly, costs may be fi nancial 
or psychic. The latter result from a stigma attached to creativity if it is aligned with 
the “mad genius” or any form of deviance.

Heinzen (1994) described a useful continuum of motivation, with intrinsic moti-
vation on one end of the continuum and extrinsic motivation on the other. This does 
imply that a person is motivated by one or the other, which may not be the case 
(e.g., artists who love their work and earn an income with it). More useful, then, may 
be Heinzen’s description of a continuum with proactive creativity at one end and 
reactive creativity on the other. The former is associated with intrinsic motivation 
and the latter with extrinsic. The idea of proactive creativity is very important for 
our society and might help us to most effectively deal with global and environmental 
problems (Gruber 1997; Richards 1997).

Proactive Creativity

Creativity can be adaptive and assist with coping and life adjustments. Many 
adaptations are reactive; the individual is responding to some need. Creativity 
can be proactive as well as reactive. It is associated with problem fi nding as well 
as problem solving. Proactive creativity may be of utmost importance for con-
temporary society, if we are to avoid serious environmental, political, and social 
problems (Gruber 1997; McLaren 1993; Richards 1997).



The impact of extrinsic factors will depend on the individual and the nature 
of the contingency. Shy individuals, for example, may be especially sensitive to 
evaluative feedback (Cheek & Stahl 1986). At least as signifi cant is the nature of the 
extrinsic factor. Feedback that is informative rather than evaluative, for instance, 
though still extrinsic, does not inhibit creative efforts (Amabile 1990; Deci & 
Ryan 1985).

Inspiration may motivate. Wilber (1996) described art in this way: “Great 
art grabs you, against your will, and then suspends your will. You are ushered 
into a quiet clearing, free of desire, free of grasping, free of ego; through that 
opening or clearing in your own awareness may come fl ashing higher truths, subtler 
revelations, profound connections. For a moment you might even touch eternity; 
who can say otherwise, when time itself is suspended in the clearing that great 
art created in your awareness?” (p. 90). Maslow described religion as a result of crea-
tive insight.

Then there are motives that are reactions to adversity or discomfort. These are 
quite numerous and include catharsis as an attempt to relieve psychic tension. Runco 
(1994) attempted to review all such motives in his chapter, “Creativity and Its 
Discontents.” In the vernacular of motivational psychology, these are probably 
“avoidance goals” (Elliot & Dweck 2005), creativity is a kind of competency, and 
intrinsic motivation in general “an inherent psychological need of the human 
being.”

VALUES

Values play a signifi cant role in creative behavior. Frankly, this would seem 
to go without saying! That is because people do not do things unless they are 
important—unless they value them. Values of course can be subtle, implicit, or tacit 
rather than obvious and explicit, but still they underlie our motives and behavior. 
Rarely if ever is creativity displayed unless it is motivated.

Values have been tied to creative behavior for a long, long time. In fact, it is 
probably crystal clear why this chapter began with an overview of the research 
conducted at IPAR. So much of it infl uences research and thinking even today. 
MacKinnon (1962), for instance, used a technique called the Allport-Vernon-
Lindzey Study of Values in his work with architects, writers, and other highly 
creative individuals. Similarly, Hall and MacKinnon (1969) found that certain values 
were positively correlated with creativity, whereas others were signifi cantly and 
negatively correlated with creativity. Values are manifested as interests, motives, 
and commitments. Helson (1990) demonstrated that values contribute to a person’s 
identity.
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Values are manifested in particular behaviors, including self-direction (Dollinger 
et al., in press). The connection is very clear in Dollinger’s defi nition of self-direction 
as having as its goal “independence in thought and action expressed in exploration 
and free choice to follow one’s own interests which would seem to be the core values 
for the creative person”. Along the same lines, Sagiv (2002) reported that individuals 
who worked in or had a preference for artistic occupations tended to describe them-
selves in terms of self-direction and universalism values. They strongly leaned away 
from conformity, tradition, and security (also see Helson 1990).

Dollinger et al. (in press) found that self-transcendence and openness to change 
were signifi cantly correlated with creativity (measured with the photo essay proce-
dure and adjective check list). Tradition and security values were negatively related 
to the two measures of creativity. Individuals who valued creativity and aesthetics, 
the second defi ned in terms of “a world of beauty,” had higher scores on the two 
measures as well. Importantly, social recognition was not correlated with the meas-
ures of creativity.

These ideas about openness to change are consistent with the personality research 
connecting openness to experience with creativity (McCrae 1987). Importantly, 
Dollinger felt that the value “openness” was more important than the analogous 
personality trait. In his eyes values are at least partly consciously controlled and can 
therefore be enhanced. In other words, creativity can be encouraged by supporting 
the value of openness. In fact, Dollinger offered several concrete suggestions along 
these lines, including travel through different cultures, the idea being that different 
values are appreciated in different ways and different cultures and an individual could 
move to a culture that values independence and therefore would be most likely to 
improve their creative behavior.

Values that tend to be positively correlated with creativity include independence 
and autonomy. Values that tend to be negatively correlated with creativity include 
harmony and conventionality. One interesting value that has been positively corre-
lated to creativity in some research but negatively in other research is power motiva-
tion (cf. Dollinger et al., in press; Helson 1990). This is especially interesting because 
that might suggest the self-promotion we just discussed. Elsewhere I suggested that 
self-promotion actually would hinder creative achievement because it would take 

Avoid Clichés Like the Plague

The expression, “crystal clear” (used in this last paragraph), goes back a long 
way. It is trite, and trite expressions are uncreative. Each of us should fi nd new 
metaphors and avoid clichés. To quote Safi re (1990), “avoid clichés like the 
plague.” Am I making myself lucid?



time away from creative work (Runco 1995c). Self-promotion and impression man-
agement are, in this light, displaced investments.

Jay and Perkins (1997) suggested that values play a signifi cant role in problem 
fi nding. They stated, “as to the how of problem fi nding, these values are some of the 
most important criteria, serving to bias the generation and selective fi ltering of 
problems.” This “selective fi ltering” is an example of how choice is involved in crea-
tivity (see also Schwebel 1993). Jay and Perkins (1997) also suggested that “creativity 
emerges because the person in question is trying to produce things that satisfy the 
values he or she embraces. Similarly, values can promote problem fi nding in that 
values, too, may be causes of problem fi nding. For example, the desire to push at the 
limits of one’s understanding and to break boundaries is a strong impetus for initiat-
ing problems. These values directly promote problem fi nding by instigating the 
process; moreover, they help to explain why people make the effort to problem fi nd. 
Similarly, individuals who value originality are likely to generate and select problems 
with a bias toward the criterion of originality, thereby promoting the quality of 
problem fi nding.” Values are at least as obvious in the preferences that characterize 
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Box 9.5
Values and Psychoeconomic Theory

Creative things are always original. They are, however, more than just origi-
nal. Originality is necessary but not suffi cient for creativity. Creative things 
must also have value or utility. They may solve a problem or be effective, but 
they cannot be only original. Psychoeconomic theory has provided an opera-
tional and objective means to defi ne and examine this second aspect of creativ-
ity, which is exactly why it was called utility rather than the more common 
descriptor, “appropriate” or “aesthetic appeal.”

Economists have long studied value and utility, for obvious reasons, and 
similarly one can examine the relationships that exist among creativity, origi-
nality, and value. The basic idea is that value can be measured by examining 
what individuals are willing to sacrifi ce or exchange (Runco 2004, p. 107). 
Incidentally, psychoeconomic theory has also conceptualized creativity in 
terms of investments (and displaced investments), cost and benefi t, and 
contrarianism, and in the idea to “buy low and sell high.” Runco et al. 
(in press) presented an overview of the economic and psychoeconomic 
perspectives on creativity (also see Rubenson & Runco 1992, 1995; Sternbert 
& Lubart 1996). The economic perspective has been very useful in recent 
creative studies.
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Box 9.6
Values in Creative Reasoning

Values should be included in models of the creative process. Runco (2006) used 
simple cognitive models to demonstrate how creative decisions and behavior 
might result when the individual uses this kind of reasoning process:

Choice = (I1 ∗ V1) + (I2 ∗ V2) + (I3 ∗ V3)

The I terms refl ect information, which interacts with the value terms (V). 
This is a simple additive model and the thresholds and optima discussed 
earlier, concerning confi dence (and all creative things for that matter), could 
be included easily with exponents, just as in a multiple regression testing cur-
vilinear trends. Of course, the person need not be aware of how choices are 
made, but those choices do depend a great deal on what information is at hand 
and the values the person assigns to that information and the options. A crea-
tive person will likely value unconventional things and devalue conformity 
and conventionality. The choices made will refl ect that.

creative people. Earlier we discussed the preference for complexity (Barron 1972; 
Eisenman 1999).

CREATIVE PERSONAL IDENTITY AND CREATIVE 
PERSONAL EFFICACY

Jaussi et al. (in press) related values to the creative personal identity. She put it 
this way: “Creative personal identity will be positively related to creativity at work 
because individuals will engage in behaviors that reaffi rm identities that are impor-
tant to them.” Jaussi et al. were very interested in the workplace and reported 
that “because of the desire to maintain positive self-regard  .  .  .  individuals for whom 
creativity is part of their self-defi nition will seek out opportunities to be creative at 
work in order to maintain positive self-regard and affi rm a key part of their self-
concept.  .  .  .  individuals who see creativity as an important part of who they are (i.e., 
have a strong creative personal identity) will engage in creative efforts both inside 
and outside of work to reaffi rm this important identity.”

Creative personal identity is distinct from creative personal effi cacy (Tierney & 
Famer 2002). Self-effi cacy refers to a general tendency to monitor and control oneself 



and thereby insure personal effectiveness (Bandura 1997). Creative self-effi cacy is, 
of course, more specifi c. Tierney and Farmer (2002) defi ned it as “the belief one has 
the ability to produce creative outcomes” (p. 1138). Tierney and Farmer, Schack 
(1989), and Beghetto (in press) all demonstrated that creative self-effi cacy is strongly 
related to actual creative performances.

Noted psychologist Albert Bandura (1997) emphasized self-effi cacy in his 
defi nition of creativity. He claimed that “above all, innovativeness requires an 
unshakeable sense of effi cacy to persist in creative endeavors  .  .  .” (p. 239). 
Creative self-effi cacy thus leads individuals to expend the effort it takes to be crea-
tive. They believe in themselves, which is important given how often creative 
ideas are original and unconventional and how often there is a risk involved 
(Rubenson & Runco 1995). Recall here the role persistence seems to play in creative 
accomplishments.

Jaussi et al. (in press) distinguished creative self-identify from creative self-
effi cacy as follows: “While creative self-effi cacy is the capacity to do a job crea -
tively, an individual with a high creative personal identity will be driven to do 
everything creatively, not just the job, because creativity is fundamental to his or 
her self-defi nition. For example, a somewhat creative person in his or her formal 
job may well know that he or she has the ability to deliver a creative presentation 
(high creative self-effi cacy). Yet, he or she may not do so all the time. Even if this 
individual delivers creative presentations consistently, creativity may not be demon-
strated in everything he or she does at work (e.g., when participating in hallway dis-
cussions or generating ideas at lunch).

The capacity judgment to be creative does not imply constant accessing and 
utilization of that capacity, and thus the relationship between creative self-effi cacy 
and resultant creativity at work, while positive and strong, may still leave variance 
yet to be explained” (Jaussi et al., in press). Jaussi et al.’s empirical results supported 
this view. Indeed, a measure of personal identify contributed to the prediction of 
rated creativity above and beyond that of a measure of creative personal effi cacy. 
Personal identify and personal effi cacy did not interact with one another. There is, 
then, clear independence between the two.

Certain aspects of a creative personal identity interact with process variables and 
tactics, including one that parallels the idea of professional marginality. In particular, 
Jaussi et al. (in press) found that a worker’s benefi ting from nonwork experiences and 
knowledge (e.g., about hobbies) depends on his or her creative identity. What may 
be most important is that workers who did bring nonwork skills and experiences to 
bear on work projects were more creative. Perhaps it is indicative of fl exibility and 
wide interests (both of which have been tied to creativity). Jaussi et al. felt that the 
benefi ts resulted from the fact that the individual’s creative personal identity would 
be reinforced more frequently and thoroughly by the creative success that occurs at 
work. Restated, the individual would have evidence of his or her own creativity both 
outside of work and while at work. Additional evidence on avocational bridges to 
creativity work were presented by Root-Bernstein (1995).
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VALUES, RISK TOLERANCE, AND PSYCHOLOGICAL 
ANDROGYNY

Values can help us to understand two other tendencies of creative persons: risk 
tolerance (or risk taking), and psychological androgyny. Simply put, creative ideas 
are sometimes risky (Rubenson & Runco 1992, 1995). They are untested, after all, 
because they are original. They are also unconventional, for the same reason. There 
is, then, a risk involved in considering or sharing ideas, and the more original the 
idea, the larger the risk. Someone with a low-level of risk tolerance is unlikely to 
consider, explore, and share original ideas.

Psychological androgyny is defi ned as a kind of eclectic combination of both 
masculine and feminine behaviors. Highly stereotyped and conventional people shy 
away from androgynous behaviors and instead stick with conventional sex roles. 
Flexible people, on the other hand, and especially those who are open to experience 
and who do not value conventional behaviors to the extreme, do not use stereotypes 
to make decisions. They use their own authentic feelings and intrinsic motives 
instead. They may value authenticity or even creativity itself more than fi tting in 
and public opinion. As a result, they have a wider range of options available to them 
when faced with a problem and a wider range of perspectives with which to view 
experience. These lead naturally to creative thinking and creative behavior. Think 
back to MacKinnon’s (1962) fi ndings about the male architects being open to stereo-
typically feminine options, and Csikszentmihalyi’s (1996) fi ndings about the para-
doxical balance of masculinity and femininity of his interviewees. Certainly these 
ideas fi t well with the idea of marginality as well. Importantly, the psychologically 
androgynous person also tends to be psychologically healthy, as well as creative (Bem 
1986; Harrington et al. 1983).

CONCLUSION

The creative personality can be described with some combination of the follow-
ing traits, tendencies, and characteristics:

Autonomy Tolerance of ambiguity
Flexibility Risk taking or risk tolerance
Preference for complexity Intrinsic motivation
Openness to experience Psychological androgyny
Sensitivity Self-effi cacy
Playfulness Wide interests and curiosity

In addition, the creative person also values creativity and intentionally invests 
time and effort in creativity. They choose to fulfi ll their creative potentials and 
choose unconventional and original ideas and careers.



Some of these traits stand out because they fi t so nicely with what we know about 
creative cognition. Flexibility, for example, helps to explain divergent thinking, and 
the child-like and unconventional tendencies of some creative types meshes with the 
tendency of some creative persons to build paracosms. Autonomy could easily support 
original thinking. There is an openness value as well as an open-to-experience trait. 
The list goes on, and each gives a kind of validity to what was proposed about the 
creativity complex.

Not all of the things listed are actual “traits” in the strict sense of the word 
(Phares 1986). Still, in keeping with the idea that creativity is a complex, and the 
notion that interactions among traits, attitudes, abilities, and values best capture that 
complex.

Three points should be emphasized:

• The creative personality varies from domain to domain, and perhaps even from 
person to person. There is no one creative personality. Those interactions are more 
important than individual traits. The creative constellation recognize combina-
tions and interactions among traits. Recall here how persistence was associated 
with intrinsic motivation, confi dence with self-promotion.

The Creativity Fractal

Creativity represents a complex or syndrome. In fact, now that we have covered 
the personality perspective on creativity, it seems we might use the “borrow 
or adapt” tactic for creative thinking (see Chapter 10) and adapt the concept 
of fractals (Gleick 1987; Ludwig 1998; Mandelbrot 1982). Most important may 
be the self-similarity of fractals. This indicates that many features of the 
natural world show the same patterns regardless of the level of analysis. 
Creativity is a complex, with personality playing a large role. The creative 
personality is also a complex (or constellation). There is no one key trait for 
creativity. What works on the most general levels may work on specifi c levels 
(e.g., personality, cognition, affect, attitudinal) as well.
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• There are indicative traits and contraindicative traits. Autonomy is an indica -
tive trait; autonomy should be supported if creative performances are desired. 
Conformity is contraindicative; it should not be encouraged. Of course the idea 
of optima applies here. Moderation in all things.

• Some of the traits that are indicative of creativity are admirable, respectable, 
and socially desirable. Some of them are often unattractive and low in social 
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desirability. No wonder creative children are consistently favored by teachers. 
This applies to the contraindicative traits as well: some are admirable, some 
are not.

Next, no prediction of creative performance would be accurate without taking 
the immediate environment into account. This is the State × Trait theory, with 
introverts only introverted in particular environments, and unconventional people 
sometimes only unconventional in certain situations. The idea of “fi t” is also relevant 
here, though that usually is applied to a compatibility between the person and a 
domain or career (Albert & Runco 1989).

Finally, many of the characteristics described herein depend on values, inten-
tions, and choice. Individuals can decide to be proactive, for example, and they can 
direct energy and resources toward self-effi cacy. They can control weirdness. This 
is not to say that all our behavior is under our control. No one fulfi lls their creative 
potential without putting some effort into it, either. Intentionality has great general-
ity as well—it applies to most everything in this chapter. Just as certain is that every 
trait listed in this chapter is dependent on an individual’s potential. Individuals have 
the potential to be contrarian, weird, autonomous, and so on, and those potentials 
are not unlimited. At the very least they have genetically based boundaries. Potentials 
can be fulfi lled if the right choices are made, but they cannot be exceeded, choice or 
no choice.

This last point allows us to distinguish between creative behavior and what 
Cattell and Butcher (1968) called pseudocreative behavior. Contrarianism, for 
example, might lead to unusual behavior, but it is only sometimes useful for truly 
creative work. Other times it is essentially a publicity stunt. The difference is in the 
underlying intentions. Values are no doubt relevant as well. One contrarian values 
publicity, the other creativity.

Admittedly some creative persons do appreciate attention and acclaim. That 
was apparently true of the eminent creators examined by Gardner (1993). Then 
again, his was an extremely select sample (Picasso, Gandhi, and Einstein 
included), and each was in fact famous! No wonder, then, that a desire for fame 
was involved. Self-promotion might not be valued by other creative people 
(e.g., Feynman, Darwin) nor valued by noneminent people. It can actually be a dis-
traction and lead to misplaced investments. The person may be trying to attract 
attention instead of developing the skills and knowledge base that would allow 
authentic creativity.

Intentionality and choice should be emphasized in any enhancement efforts. 
But can they be measured and studied? Piaget seemed to think so, though he 
relied on observations and empathic inference rather than numeric measurement, 
and he did not address creativity. Piaget did distinguish between subjective moral 
reasoning and objective moral reasoning in that the former took intentions into 
account.



Enhancement efforts should also look to unconventional behaviors of 
various sorts. Yet clearly this is a prime example of the need for moderation. Runco 
(1996a) suggested that parents and teachers target unconventional behaviors (and 
the correlates, such as autonomy, and even contrarianism) but only while also 
teaching discretion. Creative thinking may require some unconventionality, but 
Frank Barron was right on target when he said, “dare to be a radical, but don’t be a 
damn fool.”
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INTRODUCTION

There are many reasons to consider the possibility that creativity can be enhanced. 
Most obvious may be that there are clear benefi ts in applied settings, such as schools 
and any organization that is concerned about innovation. There is, however, much 
more to enhancement than this. There is, for example, the idea that each of us has 
creative potential that can be fulfi lled. If creative potentials are fulfi lled, or at least 
maximized, the benefi ts of creativity (e.g., for psychological and physical health) are 
the most likely to be realized. The benefi ts will be apparent on both societal and 
individual levels (Florida 2004; Rubenson & Runco 1992b; Simonton 1998). You 
might even say that there is a clear need for creativity on both social and individual 
levels, and thus a need to invest in techniques and programs that are designed to 
enhance creative skills.

The fi rst question to address is suggested by the fact that creativity is a complex 
or syndrome. As this textbook attests, creativity is a refl ection of cognition, meta-
cognition, attitude, motivation, affect, disposition, and temperament. Which of these 
will react to enhancement? Which will provide the greatest return on the invested 
time and resources?

As a matter of fact, here more than any other place the word “creativity” probably 
should be avoided. It is a very general and abstract noun, after all, and this leads to 
many ambiguities. Several years ago I suggested that the word “creativity” be stricken 
from the scholarly research literature. That may sound fairly dramatic (and preten-
tious) but the suggestion was actually that the ambiguity be avoided. It can be avoided 
very easily by using adjectives instead. Although “creativity” is ambiguous, it is useful 
to refer to creative potential, creative performance, creative tendencies, and even 
creative personalities. This reliance on the adjective is especially useful when address-
ing the question, “can creativity be enhanced?” Good answers include, “yes, creative 
potential can be fulfi lled” and “yes, creative performances can be made more 
likely.”

As is implied by the earlier question about the creativity complex, many of the 
topics from the previous chapters of this textbook must be acknowledged in any 
attempt to enhance creative potential. Certainly there are several specifi c cognitive 
skills that can and should be targeted (e.g., divergent thinking, fl exibility), but atti-
tude and mood should also be considered. As a matter of fact, the research on mood 
is very useful in that it indicates what kinds of moods are the most likely to lead to 
what kinds of thinking. A positive mood, for example, might be good if there is 
divergent thinking to be done, for positive moods seem to be conducive to wide 
associations and risk-taking (Friedman et al. 2003; Wallach & Kogan 1965). The 
mood research also indicates that individuals need to know why they are in a good 
mood; just stimulating a particular mood is not enough.

Recall also the idea that there are traits and capacities that are indicative of 
creative potential (e.g., autonomy, fl exibility, openness to experience) but also 
traits and tendencies that are contraindicative (e.g., conformity, rigidity). Enhance-
ment is, then, an attempt to encourage certain things and to discourage others. 
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The same dichotomy applies to the description of environments that are con-
ducive to creative performance: They contain or present certain things (e.g., 
resources) but also lack certain things (e.g., distraction, and in some cases extrinsic 
demands).

Long-term experiences may not be all that systematic. They may be a part of 
development, education, and day-to-day experience. Potential is often fulfi lled in 
this manner, simply by having supportive or inspiring experiences. This is not really 
enhancement per se, though it does explain the process by which potential is fulfi lled, 
and it does lead to suggestions for what can be done to fulfi ll potential. It is, for 
example, important to have opportunities for creative work (Zuckerman 1977), and 
models and mentors who support creative thinking (Albert 1988; Zuckerman 1977). 
Interestingly, these experiences often are sought out. They may not just happen for-
tuitously; many highly creative individuals put great effort into fi nding the right 
places, settings, and collaborators or mentors. Development is bidirectional, with the 
individual having an impact on (and selecting) experience as well as experience 
having an impact on the individual (Albert & Runco 1989; Scarr & McCartney 1983). 
(This chapter is not titled Enhancement; it also includes The Fulfi llment of Potential. 
That is because enhancement can assist with the fulfi llment of potential, but poten-
tials are also fulfi lled as a part of general experience.)

Yet another important distinction is between short- and long-term enhancement 
efforts. How much training is necessary for enhancement? If the concern is general 
potential, surely more is better. Studies of older adults confi rm that there is a need 
to encourage creative behaviors throughout the life span (Langer 1989), but there 
could be a period when enhancement is the most effective. There may also be a time 
early in life when certain kinds of enhancement work well but others do not work at 
all. There are also age-specifi c needs. Artists often benefi t from an old age style 
(Lindauer 1991), but this is probably only really helpful when they have worked 
within one style for quite some time and they need a change—or their creativity 
suffers. Scientists often benefi t from periodic changes in research foci (Root-Bernstein 
et al. 1993, 1995), but again, this is probably benefi cial only at a certain point in life. 
Early on it is probably best if expertise is developed. Changes in research foci prob-
ably are benefi cial in much the same way as the old age style, in the middle or later 
stages of a career.

Systematic enhancement efforts often emphasize tactics, strategies, and heuris-
tics. These are essentially procedures for solving problems. Though specifi c, these 
easily can be included in long-term efforts at enhancement. Indeed, there is no need 
to choose between long- and short-term enhancement. If the person invests in both, 
he or she is the most likely to reap the benefi ts. Individuals, then, might choose 
environments and careers that support their creative fortes and efforts, and seek out 
other long-term facilitators of creativity, but they should also learn to use specifi c 
tactics, as needed. Much of this chapter is devoted to tactical creativity, the idea being 
that these can be used individually or integrated into a larger program. Suggestions 
for mood, attitude, affect, and motivation are also described in this chapter, but 
mostly within the context of tactical creativity.
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Box 10.1
A Fortunate Confounding

Scientifi c experiments usually involve the control of confounding variables. 
These are sometimes called nuisance variables, but whatever the label, they 
interfere with inferences about the relationship between independent (predic-
tor) and dependent (criterion) variables.

When attempting to enhance creativity, the inextricable infl uences turn 
into a positive thing. That is because enhancement often involves a suggestion 
about tactics for creative thinking. Many of these tactics are outlined in the 
present chapter. When facilitators, teachers, or mentors suggest a tactic for 
creative thinking, they are not only communicating a method for thinking 
creatively but are also suggesting that creative thinking is a good thing. In 
this way tactics are often inextricable from the values and attitudes that also 
support creative efforts.

Still, this confounding of tactics with values and attitudes should be rec-
ognized. Otherwise, misunderstandings are likely. Consider, for example, 
research attempting to train right-brain thinking. Students may be asked to 
draw pictures upside down or do something similar to exercise the right hemi-
sphere of their brains. There may even be clear results, with increased origi-
nality after the exercises. But this does not mean that they have learned how 
to use their right hemispheres. The right hemisphere is connected to the left 
(unless you had a commissurotomy, as described in Chapter 3!), and more 
likely any improvements refl ect changes in the attitudes and values that are 
communicated by the right-brain exercises. Again, it is a confounding of pro-
cedure with attitude and value—a confounding that can work in our favor but 
must be recognized for an accurate understanding of creative potential.

TACTICAL CREATIVITY AND METACOGNITION

Tactical creativity requires a certain level of metacognitive capacity. This gener-
ally matures in preadolescence. Literally metacognition is cognition about cognition, 
but it is manifested in self-awareness and self-control. These may inform an indi-
vidual that there is a problem, and instead of dealing with it in some refl exive or 
habitual fashion, the metacognitively aware individual may mindfully approach it, 
and perhaps use a tactic. Tactics are only intentionally deployed, which further evi-
dences their dependence on metacognition. Of course children may learn tactics, but 
they probably will not develop any on their own, nor recognize when they should be 
employed. It is very much the same situation as with memory and mnemonics. There, 
children have production defi ciencies in memory usage, which means that they may 
be capable of using a mnemonic but do not spontaneously recognize the need nor 



Problem Solving with Tactics, Strategies, and Heuristics

A tactic is a kind of guideline or procedure for solving a problem. Tactics are 
sometimes confused with strategies, but a strategy is an overall plan, usually 
conceived before any effort is expended. Chandler (1962) described it this way: 
“strategy can be defi ned as the determination of the basic long-term goals and 
objectives of an enterprise, and the adoption of courses of action and the allo-
cation of resources necessary for carrying out these goals” (pp. 15–16). A tactic, 
on the other hand, is used while in process. It is essentially a trick or technique 
that is used when faced with a particular hurdle. They are less connected to 
long-term goals and often reactions to a hurdle that arises while working. Then 
there are heuristics, which are shortcuts. These can be contrasted with algo-
rithms, which are precise processes for solving a problem or obtaining some 
goal. Algorithms are often like equations: If you put the effort in, you will get 
the correct answer. Heuristics lead to best guesses, or estimates. They are often 
suffi cient, and often used in the natural environment (Nisbett & Ross 1980). 
Many tactics have been identifi ed and defi ned specifi cally to facilitate creative 
problem solving.
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produce the mnemonic by themselves. Both the use of mnemonics and the use of 
tactics depend on metacognition.

Tactics are a kind of procedural knowledge. This should be a fairly obvious point 
because procedural knowledge is defi ned as “know-how,” and that is exactly what a 
tactic is—knowledge about how to solve a problem. Procedural knowledge is con-
trasted with declarative or conceptual and factual knowledge in Chapter 1. The latter 
is in some ways also useful for certain kinds of creative problem solving (Runco 
et al., in press). Chapter 3 tied tactics to working memory, and working memory in 
turn to the prefrontal lobes of the brain. The maturation of the nervous system 
therefore also supports the idea that tactics and similar intentions are unlikely in 
very young children. This takes us to the question of universals. Do we all share the 
same potential for creative thinking?

Very likely individuals do not share the same potentials. We each have a pheno-
type that refl ects boundaries. Just as someone with the genes that would allow his 
or her adult and maximum height to be somewhere between 5′6″ and 5″10″ (depend-
ing on vitamins, exercise, and so on), so too are there boundaries for creative poten-
tial. That is the beauty of the concept of potential. It implies that there is a range 
within which we can each operate. The boundaries differ from person to person, but 
it is probably unfair and misleading to suggest that one person has more potential 
than another person. Sure, one person may have more potential in a particular 
domain, or on particular tasks, or even in particular careers, but any general refer-
ence to “more potential” must be qualifi ed to have any real meaning. Moreover, what 
is important is that every individual fulfi ll his or her potential.
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Something might be learned from Public Law. This states that every individual 
in the United States has the legal right to be assessed in a manner which is appropri-
ate to his or her needs and skills. Individuals differ in terms of creative potentials 
(e.g., domains, areas in need of improvement), and enhancement should be designed 
with that in mind: Find the right circumstances and environment and experiences 
for each person. Borrowing a concept from Chapter 5, there is a need for Person-
Environment Fit. Just as performances within an organization are most likely to be 
optimal when the individual’s needs, interests, and strengths are taken into account, 
so too are potentials the most likely to be fulfi lled if the individual’s needs and inter-
ests match his or her experiences. A signifi cant part of this fi t is interpretive, as was 
implied by the discussion within Chapter 5 (also see Runco 2006; Stokols et al. 2002). 
Not only must objective experiences fi t the needs of the individual; his or her inter-
pretations of those experiences are also critical.

Tactics and Explicit Instructions

Tactics can be communicated with explicit instructions. These have been used 
many times in enhancement studies and have been proven to be quite effective. 
They are explicit in that they inform individuals exactly what is expected of 
them. That might be accomplished quite simply, with explicit instructions 
directing individuals to “be creative” (Harrington 1975). They might, on the 
other hand, specifi cally direct the individuals to particular standards or crite-
ria, such as originality (Runco et al., in press), or they might convey more 
procedural or operational information (e.g., “give ideas that no one else will 
think of,” “give a variety of ideas,” “try approaching the problem by question-
ing your assumptions or changing your perspective of the problem”).

SHIFT PERSPECTIVES

One of the most powerful and broadly applicable tactics for creative thinking 
involves a shift of perspective. This can be accomplished either literally and physi-
cally, or in some abstract manner. A tactic called turn the situation upside down exem-
plifi es the former, as does another called deviation amplifi cation. Even actual travel 
can help shift one’s perspective. Each of these can be considered separately, although 
you will see the commonality in that they each suggest a shift of perspectives. That 
shift often makes it easy to break routing and fi nd original ideas and solutions.

TURN THE SITUATION UPSIDE DOWN

A shift of perspective can be obtained by changing one’s own point of view. 
Sometimes it is not you that needs to change but it is the problem instead. Very fre-



quently problems can be changed such that the individual will be more interested or 
more able to bring his or her strengths to bear. Sometimes a problem can be changed 
such that conventional or routine solutions are forgotten and original solutions are 
easier to fi nd.

Two examples from the Beatles exemplify the upside-down tactic. One is implied 
by their song, Happiness Is a Warm Gun. Most people do not fi nd much joy in guns, 
and in fact there are many reasons to be concerned about weapons and violence. Yet 
the Beatles went the exact opposite direction. Similarly, the lyrics to Back in the 
U.S.S.R. suggest that it is “great to be back home” (in the U.S.S.R.), which was pretty 
much the opposite of what most people felt in the United Kingdom when that song 
was written. These examples might also be described as contrarian.

The dark side of creativity sometimes benefi ts from a kind of “turn it upside 
down” tactic. Consider in this regard Eastman’s early cameras. These were quite 
simple; the photographer had no control over exposure, focus, or the like. But 
Eastman made a virtue of a camera’s shortcomings in his advertising. He said things 
like “press the button, we do the rest” (Bryson 1994, pp. 135–136). You might be able 
to fi nd the same tactic being used in contemporary advertising.

FIND OR APPLY AN ANALOGY

Roll-on deodorants are essentially giant ball point pens. —Harrison (2004, p. 44)

A huge number of creative discoveries have resulted from analogical thinking. 
Eli Whitney is said to have designed the cotton gin after watching a cat trying to 
catch a chicken through a fence; Samuel Morse added stations to the telegraph system 
after pondering how stagecoaches changed their horses at each stop; Louis Pasteur 
drew from his knowledge of grapes in his ideas about human skin; the benzene ring 
is often associated with Kukele’s having a dream of a snake biting its own tail; George 
Bissel designed the oil pump after studying the brine pump; James Watt developed 
the steam engine after hearing a tea kettle; Sir Marc Brunel drew ideas from worm 
tunnels in his design of underwater tunnels; and Velcro was designed after George 
de Mestral studied how cockleburs stuck to his dog’s fur and his own clothing. 
Admittedly, these are historical cases, and as such are not evidence of the value of 
analogical thinking; they are merely illustrations. There are, however, a number of 
empirical demonstrations of the role of analogies in creative process (e.g., Gick & 
Holyoak 1980; Harrington 1981; Jausovec 1989) and a parallel literature on the role 
of metaphor (Hausman 1989).

Root-Bernstein and Root-Bernstein (1999, p. 142) defi ned analogizing as fi nding 
a “correspondence of inner relationship or function between two (or more) different 
phenomena or complex sets of phenomena.” Sometimes, “it is the inexact, imperfect 
nature of the analogy that allows it to bridge the gap between the known and the 
unknown” (p. 143). Root-Bernstein and Root-Bernstein described analogizing as a 
tool of thought that can be learned for creative thinking. Similarly, Harrington 
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(1980) was confi dent about “the possibility that creative problem-solving skills might 
be incremented by teaching the conscious use of analogy-encouraging representa-
tional modes” (p. 21). Analogical thinking is also at the heart of synectics (Gordon 
1961), which is reviewed in detail later. What is relevant here is its use of personal 
analogies, direct analogies, and symbolic analogies. The fi rst of these is a kind of 
empathy or identifi cation with some external object. The second requires a compari-
son to two external things, such as geological changes and biological changes (á la 
Darwin). The third sometimes takes the form of oxymorons or other dissimilar 
objects or concepts (e.g., jumbo shrimp).

Some analogical thinking may depend on bodily intelligence. Here the physical 
feeling or action is one part of the analogy. It is a kind of proprioception, which 
is visceral or kinesthetic (Root-Bernstein & Root-Bernstein 1999). Harrington 
(1980) explained how “kinesthetic modes of representation tend to facilitate creative 
thinking by encouraging or demanding analogical/metaphorical transformations 
of information “ (p. 21). Bodily analogies and representations may work better for 
some people but not everyone, given Gardner’s (1983) ideas about multiple 
intelligences.

BORROW, ADAPT, OR STEAL TACTICS

Many famous insights have resulted from a more direct borrowing strategy. 
Darwin did indeed draw from geology in his theory of evolution. Freud borrowed 
heavily from neurology and the medical model when describing the psyche. Piaget 
borrowed from biology in his theory of cognitive development. Musicians often 
borrow from various styles, the result being an original integration. Elvis, for 
instance, apparently borrowed from gospel and country music. Shakespeare seems 
to have adapted many plots from his predecessors, and Franklin may have merely 
reworded many of his famous clichés (a penny saved is a penny earned, early to bed, 
early to rise, makes a person healthy, wealthy, and wise, an apple a day  .  .  .) (Bryson 
1994). Consider also contemporary advertisements that ask that you to “Think 
outside the bun” (hotdogs) or “think outside the bar” (fi nd a date), or even assure 
you that “you are now free to move about the country” (airline). These are catchy 
precisely because they are adaptations of earlier sayings.

Rich and Weisberg (2004) described how the famous situation comedy All in the 
Family was in fact an “extension” of an earlier situation comedy on British TV, Till 
Death Do Us Part. Rich and Weisberg claimed that “in many cases, the new work can 
be seen as an extension and synthesis of works known to the creator at that 
time.  .  .  .  The novel aspects of creative work are often the result of importation of 
components of other work. This does not mean that there is no novelty in creative 
products but it does mean that novelty can be fi rmly based in the past” (p. 1). Rich 
and Weisberg also described the connections of the double-helix model of Watson 
and Crick to Linus Pauling’s work on the structure of the alpha-keratin protein, 



Edison’s light bulb and earlier work on the same project, the electric light, and 
Picasso’s painting Guernica to Picasso’s own earlier paintings. Apparently Picasso 
even included specifi c characters that in some way correspond with those found in 
his earlier works, and of his contemporaries.

Not surprisingly, given these examples from TV, advertising, and even the sci-
ences, there is some debate about the originality of adaptations and analogies (see 
Box 10.2).

The Beatles also used a borrow-and-adapt strategy early in their careers, before 
they were masterful song writers. As Clydesdale put it, “the Beatles’ early composi-
tions showed no sign of their later genius. ‘Love me Do’ was very simple. They 
cannot fi ll an album with marketable compositions. Six of the songs on their fi rst 
album were covers of American songs. Similarly, their second album With the Beatles 
needed six cover songs, such as ‘Roll Over Beethoven’ to bring up the numbers” 
(Clydesdale 2006, p. 9).

The borrow-and-adapt strategy of the Beatles was acknowledged by Paul 
McCartney when he was describing the impact of Brian Wilson and the Beach Boys’ 
album, Pet Sounds. McCartney said “I think Brian Wilson was a great genius.  .  .  .  It 
is actually very clever, on any level.  .  .  .  It is really a very clever album [Pet Sounds]. 
So we were inspired, you know, and nicked a few ideas” (Clydesdale 2006, 
p. 13).

Box 10.2
The Controversy of Originality

Are creative things actually original if they are analogies? Perhaps not, since 
they are not truly unique; they are similar to something that already existed. 
This is a serious issue, given that originality is the only characteristic that is 
included in all defi nitions of creativity. Creative things must be original. It 
will be more than simply original, but it must be original. Take a look at 
Warhol’s Campbell Soup can. Is it creative? Is it original?

The creativity of new but analogous ideas may be in their interpretation. 
After all, if original interpretations are not creative, think how many TV 
shows, movies, and plays are unoriginal and uncreative! How many times has 
Hamlet been performed? If interpretation is unimportant, only the fi rst was 
truly creative. The same argument also applies to all those TV shows and 
recent movies. There are a huge number of remakes, and one common tech-
nique used by movie makers is to take an old TV show and make a movie out 
of it (e.g., Charlie’s Angels, Dukes of Hazard, I Spy, etc.). The concern over 
originality may also apply to sequels. Is only the fi rst in a series truly original? 
This issue is explored further in the concluding chapter of this textbook.
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Sadly, some borrowing is more like stealing. According to Bryson (1994), Thomas 
Edison actually bought the technology for projecting for movies in 1895—and then 
claimed to have invented it.

CONSIDER THE NATURAL WORLD

Nature is a wonderful thing. It is inspiring, for example, and suggestive. In 
fact, there are several tactics that suggest that we look to the natural work. We might 
fi nd inspiration there, or good analogies or fi nd ideas that can be borrowed or 
adapted.

Leonardo da Vinci and Alfred Hitchcock seem to have used this tactic. Leonardo’s 
armored vehicle, for example, was designed much like a tortoise. This contained 10 
people who turned cranks to turn wheels. They were protected by a strong shell, 
and in fact this design was a precursor to the modern tank. Leonardo’s tank was 
fairly smooth and round, and in fact he got his idea from the tortoise. (His other 
inventions, and other tactics, are detailed later in this chapter.) Hitchcock used the 
same tactic in his classic fi lm The Birds. As he described it,

Basically, in The Birds, what you have is a kind of overall sketchy theme of everyone taking nature 
for granted. Everyone took the birds for granted, until the birds one day turned on them. The 
birds had been shot at, eaten, put in cages. They suffered everything from the humans and was 
time they turned on them. Don’t mess about or tamper with nature.  .  .  .  Man has fooled around 
with Uranium 235, out of the ground, and look where its brought us. It is just taking Uranium 
235 for granted. It’s nothing but it is plenty.  .  .  .  Who knows, it’s feasible in the year 3000 or 4000 
for all of the animals to have taken over. (Schickel 1973)

Hitchcock was also in a sense using the “on its head” tactic. In the movie The 
Birds, there are many examples of how birds are abused, and of course in the movie 
it is the birds who do the abusing. One scene in The Birds has several people at a store 
counter talking about birds becoming aggressive, while in the background a customer 
orders fried chicken.

A number of inventions have been inspired by water and waves. Some of these 
were detailed by Science News (April 14, 2001). One of these is called the oscillating 
water column: “waves push air through turbine, then suck it back, as they advance 
and recede. Devices operate on shore  .  .  .  or offshore” (p. 235). The second example 
is Pelamis. Here, “serpentine device fl exes in oncoming waves. Pivoting of segments 
drives pistons that pressurize oil, which runs generators.” In the third example, called 
the McCabe wave pump, “bobbing of outer barges, hinge to central barge stabilized 
by underwater plate, runs pumps” (p. 235). In the fourth example, labeled the 
Archimedes wave swing, “air tank infi xed, submerged tower rises and falls with 
passing waves. The oscillations turn and generator shaft” (p. 235). In the fi fth 
example, with the title I like best, the Nodding Duck, “Waves tip beak of fl oating 
device.  .  .  .  beak’s rotation relative to central shaft pumps oil, which drives generator” 
(p. 235). In the sixth and last example, the IPS buoy, “sea water inside open-ended 



tube stabilizes piston. Lotion of bobbing buoy relative to piston shaft drives 
generator” (p. 235).

There are thus several potential benefi ts to looking to the natural world. 
Something happening in nature may suggest an analogous solution for a human 
problem. The devices utilizing waves (e.g., the Nodding Duck) suggest that not all 
solutions are analogues but instead may be direct solutions. If you look to nature you 
might fi nd a solution, or you might fi nd something that (by analogy) suggests a solu-
tion. Or you might simply fi nd inspiration.

SIMPLIFY

The man who has begun to live more seriously within begins to live more simply without.
 —Ernest Hemingway

A new perspective may be found by simplifying the situation at hand. The 
problem may be diffi cult to understand if it is complex, and furthermore the problem 
may actually involve one small part of a given situation. Perhaps you have a problem 
with your car, and instead of thinking “my car is on the fritz,” solutions are more 
likely if the very specifi c mechanical or electrical failure is found. It may be a fuse 
or something equally as specifi c and easy.

Gardner (1993) suggested that eminent creators in various domains often 
simplify their thinking. He gave Einstein as example, for he apparently returned 
to “the conceptual world of his childhood” (Gardner 1993, p. 10) to insure that 
his thinking was simple and uninhibited. Gardner concluded that “I fi nd a notewor-
thy similarity  .  .  .  in the search for the most elementary, the most elemental forms 
within a domain” (p. 18). In some instances simplifi cation avoids the confusion of 
complexity, but it may also allow the individual to identify the essence of a problem, 
the truly critical idea or issue.

EXPERIMENT

Experimenting can help identify the essence or critical issue. It is a useful tactic. 
It can also suggest new options. Leonardo da Vinci benefi ted from experimentation, 
as did the Wright brothers, the Beatles, and Brian Wilson of the Beach Boys. Da 
Vinci often experimented with water, and of course he performed a number of autop-
sies to explore the human body. The Wrights had a huge amount of technical data, 
much generated from by the experiments with the wind tunnel. The Beatles experi-
mented in many ways. This is especially clear in their song Yesterday, which includes 
a single acoustic guitar and a string quartet. In the album Rubber Soul, George 
Harrison used a sitar in the song Norwegian Wood. This album also included a ballad, 
Michelle, and this, too, was new ground for the Beatles. The next album, Revolver, 
had other ballads, and according to Clydesdale (2006), here you see the Beatles 
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experimenting with new ground and breaking with the past. Apparently, the song 
Tomorrow Never Knows drew lyrics from The Tibetan Book of the Dead, and was written 
with only the C chord. Perhaps most dramatic experiments were technological, but 
to many ears it will be obvious that the Beatles were experimenting with Indian 
instruments. When Brian Wilson heard the Beatles succeeding with I Want to Hold 
Your Hand, he felt “I had to look beyond what I had already done, beyond the horizon, 
and fi nd something new and better than anything I had ever done before (1991, 
quoted by Clydesdale 2006, p. 11). It was, it appears, a kind of personal contrarian-
ism. More will be said about contrarianism later.

Experimentation can contribute to creative efforts because the person may fi nd 
new and original ideas or options. They also develop an expertise, though admittedly 
this can work both for and against the person. (Sometimes experts rely on routine 
and assumption and are for that reason uncreative.) Of course, a great deal depends 
on what the person experiments with. Creative results are the most likely if the 
experiments focus on new and unconventional things. That is the most likely to lead 
to originality and creative insight. These new and unconventional things sometimes 
take the form of contradictions, oxymorons, or givens. These can be quite fruitful 
directions of thought. You can fi nd many examples of this in music. Bob Dylan, for 
example, wrote “the sun isn’t yellow—it’s chicken,” and the Beatles sang, “he had feet 
below his legs.”

There is a bit of a paradox regarding experimentation. This follows from the fact 
that experiments may test various options; they may not lead directly to one solution. 
In that light they may not appear to be very effi cient. Consider, for example, Simonton’s 
(in press) description of Picasso’s artistic process as “ineffi cient.” This assumes one 
kind of effi ciency—a kind of linear progress straight from the problem state to the 
solution. Picasso did not work that way. He experimented and produced many sketches 
and fi gures within sketches, which eventually were omitted and do not appear in the 
fi nal product. Simonton felt that this was a waste of time and effort, a kind of ineffi -
ciency. Yet in a manner of speaking, Picasso was effi cient. Admittedly it required 
extra time and energy for Picasso to produce things he would not use, which in fact 
led him away from the fi nal product, but creativity may sometimes require that. 
Perhaps Picasso was confi dent only about the fi nal product because he had explored 
and rejected alternatives. He may not have found the fi nal product without consider-
ing the breadth of options.

Biological evolution offers some justifi cation for this reasoning. It is effi cient 
in that it produces adaptive species, but the process requires variations, many of 
which do not survive. The variations (within Picasso’s artistic experiments 
and within biological evolution) serve a purpose and make the respective processes 
highly effi cient, even though many of the options are variations and not in direct 
line toward the “fi nal product.” It is a teleological fallacy that the fi nal product 
can be used to judge the process. Reasoning from the product back to the process is 
post hoc.

Chapter 8 describes a similar reasoning when describing the value of play and 
foolishness in business. There the fallacy is that creative businesses are ineffi cient 



businesses because they devote resources to experiments and R&D that may eventu-
ally lead nowhere. Linus Pauling may have been thinking of the value of experimen-
tation and variation when he said, “Just have lots of ideas and throw away the bad 
ones.”

DEVIATION AMPLIFICATION

A related tactic is known as deviation amplifi cation (Gruber 1988). This 
involves the exploration of minor changes to a theme, or even a product, such 
as a work of art. Alternatives and variations (the deviations) are considered, 
though the basic concept remains the same. It is possible that this can work along 
with the simplifying tactic. Simplifying may help to identify the key underlying 
concept and deviation amplifi cation, and then takes over to explore options and 
alternatives.

Consider in this regard the artwork of Katsushika Hokusi (1760–1849). 
Hokusi may be most famous for his painting titled The Great Wave, but actually 
that painting was one of a series of paintings of Mount Fuji. There are, in fact, 36 
different prints in this series, each of which includes in some way Mount Fuji. Each 
of the prints had a very different perspective of Fuji, but clearly Hokusi was experi-
menting with one subject matter. He was also exploring different perspectives (see 
Box 10.3).

PERSISTENCE

These ideas above about experimenting and exploring deviations imply that 
effort must be expended. This is why Torrance (1995) suggested that creativity 
follows naturally when the individual is intrinsically motivated. They will, if that 
is the case, work hard on it. They will also care about it. They are likely to experi-
ment and investigate about it. No wonder personality research on creative individuals 
fi nds them to be persistent. The work-hard tactic is demonstrated by the Beatles. 
They were not master musicians early on, but they invested a great amount of time 
into becoming better musicians and songwriters (Clydesdale, 2006). Ringo Starr 
described Paul McCartney as a workaholic. That may be taking things too far—and 
shouldn’t the word be workic?—but there are benefi ts of hard work specifi cally for 
creative performance. Persistence can be encouraged. It may be that following one’s 
intrinsic interest is what should be encouraged rather than hard work. That should 
lead to persistence and may avert the stress sometimes experienced by workics. 
(A person addicted to alcohol may become an alcoholic. That label is formed by 
adding -ic to alcohol. So a person who works too much should be a workic, not a 
workaholic.)
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Box 10.3
Katsushika Hokusi (1760–1849)

Hokusi exemplifi es various aspects of creativity. He was, for example, consid-
ered to be eccentric and intrinsically motivated. His efforts were directed to 
art—to the exclusion of material gain. He actually changed his name more 
than 30 times, and although it was customary in Japan in the eighteenth and 
nineteenth century to do so, he apparently did it much more frequently than 
others. These days that kind of thing would make it diffi cult to earn and 
maintain a reputation.

Apparently Hokusi never cleaned his lodgings or apartment, but instead, 
when they got dirty he moved. According to Krull (1995), he moved over 
90 times. He seemed to realize that eccentricity often led to fame, and 
he did many things specifi cally for the public and showmanship. He some-
times painted with an enormous brush, said to be the size of a broom, and 
did so in public and only when a large public was in attendance. Other 
times he painted with his feet, the brush held between his toes, or with 
his mouth, the brush held in his teeth (this may remind some readers, of 
approximately my age, of Jimi Hendrix playing his guitar with his teeth). 
Hokusi also sometimes painted upside down for the public or worked on a 
grain of rice.

Yet he was intrinsically motivated, at least in the sense that he sometimes 
did not even open the letters containing payments to him for his work. 
He apparently did not mind going bankrupt. He did, however, escape 
those seeking payment, namely his creditors, by moving, sometimes 
outside the city limits. Like Picasso, he was enormously productive—perhaps 
even more productive than Picasso. By some reports Picasso created 20,000 
works of art in his lifetime. Hokusi apparently created over 30,000. No 
wonder many people view motivation and productivity as the key to creative 
success.

TRAVEL

Many famous creators have recommended travel as a stimulus for creative think-
ing. This may be because many of them have found stimulating or comfortable places 
away from home. Hemingway, for example, seemed to enjoy Cuba. He had a favorite 
room, a favorite desk (and perhaps a favorite cigar). It may also be because the 
traveling itself is stimulating. This would be easy to understand given that traveling 
can facilitate a shift of perspective. As noted earlier, such shifts can be useful for 



creative thinking because they suggest new ideas and options and allow an individual 
to avoid fi xity and routine.

The idea of travel should remind us that different tactics work with different 
kinds of problems, or within different domains, or simply with different individuals. 
Dr. Johnson, for instance, once wrote that “the use of traveling is to regulate imagi-
nation by reality, and instead of thinking of how things might be, to see them how 
they are” (quoted by Middlekauff 1982, p. 3). This is surely contrary to the idea of 
travel as a stimulus to the imagination and creativity. Apparently Johnson’s view is 
typical of that historical period, at least in the United Kingdom. Middlekauff (1982) 
suggested that “Johnson spoke for the age in his desire to see things as they are and 
to avoid the dangerous imaginings of how they might be.” His England and much 
of prerevolutionary America shared a suspicion of what he called “eerie notions”—the 
illusion of dreams and fancies. Travel will certainly have different impacts on differ-
ent people. For some, travel facilitates creativity. For others, travel brings them down 
to earth. It can even be, for some, a stressful distraction.

Middlekauff (1982) felt there was a historical irony here. He pointed to the revo-
lutionary thinking of Benjamin Franklin and others who developed a new and origi-
nal political system, but at the same time were extremely practical and realistic. 
Middlekauff put it this way: “Franklin was a practical man. Practical men do not 
make revolutions; dreamers do. Yet Benjamin Franklin became a revolutionary with 
several million others in America. His actions suggest one of the ironies of the 
American Revolution: its sources in a culture of men devoted to the hard realities of 
life—practical men, down to earth men like Franklin himself, men who in 1776 threw 
off their allegiance to the empire in the name of ‘common sense,’ a phrase Thomas 
Paine had chosen as the title of his great tract on behalf of American Independence. 
That brings us to another irony: what seemed to have been common sense to Thomas 
Paine and to most Americans in 1776, would have struck them as uncommon madness 
a dozen years before” (p. 3).

Actually Middlekauff’s (1982) view of this second irony might be questioned, at 
least from a psychological perspective. What he seems to be getting at is merely 
Zeitgeist. And indeed the American Revolution is a good example of Zeitgeist and how 
innovations are likely within certain periods of time.

The other irony—concerning the practicality of revolutionary individuals—is 
actually quite consistent with what we know about creativity. Creative things are 
typically both original and practical. They are sometimes viewed as divergent and 
convergent, or as novel and yet appropriate and fi tting. What Franklin and the other 
revolutionaries did, then, does exemplify a creative act and it is not surprising that 
the usefulness of the Democratic Republic that they created was both original and 
yet enormously useful.

The controversy about travel should come as no surprise. Again and again in 
this textbook (and in the corresponding creative studies), there have been individual 
differences, and many of these refl ect individual interpretations. Recall here the 
person-environment requirement in Chapter 5, the idea being that no one environ-
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ment is conducive or inhibitive of creativity; it all depends on the individual. The 
same thing of course applies to travel. In fact, this same idea applies to tactics in 
general. Some work for some people some of the time.

QUESTION ASSUMPTIONS

At the risk of being oxymoronic, although some tactics work for some people 
some of the time, there is a tendency that is universal, namely the tendency to make 
assumptions. Each of us does this every day, and usually many times each day. You 
might assume that the sun will come up again tomorrow, though actually the only 
way to be certain about that would be to see into the future. It is highly probable 
and a safe assumption, but uncertain. You might also make an assumption that the 
car stereo has not moved as you reach for the button for your favorite station (without 
even looking at the stereo). You might further assume that since you have a green 
light and can proceed through an intersection, other drivers have a red light and will 
stop. (It is best to give them a quick look rather than assuming that they are paying 
attention to the lights.)

Assumptions are both good and bad. They are good because they free cognitive 
resources; we do not need to think through every little detail every time we have an 
experience. The downside is that assumptions are sometimes wrong and, when we 
make assumptions, we do not consider new and original options. That can really hurt 
our creative thinking. Perspectives can be shifted and original ideas often found by 
questioning one’s own assumptions.

The manager of the Beatles, George Martin, had a major breakthrough that 
refl ected a change in his assumptions. The Beatles had a great deal of trouble fi nding 
a recording company, having been turned down by many of them, including Decca 
Records and Capital Records. They eventually signed with a record company known 
only for comedy records. This turned out to be very fortunate because this allowed 
George Martin to hear them; he was soon to become their manager. At fi rst he did 
not realize he had a superstar group on his hands, but this was in part because he 
was not looking for a group. He assumed he needed an individual. In his words, “I 
was looking for a new Buddy Holly and the Crickets, for a new Cliff Richard and 
Shadows. I did not see them as a group. Would it be Paul McCartney and the Beatles, 
or John Lennon and the Beatles  .  .  .  then they played ‘Love me Do’  .  .  .  and it sud-
denly hit me, right between the eyes, this was a group I was listening to. I should 
take them as a group and make them as a group. That distinctive harmony, that 
unique blend of sound was the selling point” (Martin 1994, quoted by Clydesdale, 
2006, pp. 8–9).

The economist Richard Florida (whose research on the “creative class” is cited 
many times in this textbook) seems to have developed his ideas after questioning 
assumptions in the fi eld of economics. As he described it, “one of the oldest pieces 
of conventional wisdom in this fi eld says that the key to economic growth is attract-
ing and retaining companies. Frustrated by the limits of conventional wisdom and 



even more by how economic development was actually being practiced, I began 
asking people how they chose where to live and work. My conclusion was that rather 
than being driven exclusively by companies, economic growth was occurring in 
places that were tolerant, diverse, and open to creativity” (pp. xxvii–xxviii).

The value of tolerance is widely recognized (Richards 1997; Runco 2003a) and 
might even be listed as a kind of interpersonal tactic, something parents, teachers, 
and managers can do to support the creativity of their charges.

REDEFINE THE PROBLEM OR SITUATION

Clearly some of the most important assumptions to question involve the problem, 
situation, or task at hand. Too often we assume that a problem must be solved as 
given, but most of the time this is not true. Recall here the role played by problem 
fi nding (see Chapter 1) and the idea earlier in this chapter about shifting one’s per-
spective. By questioning assumption the individual may redefi ne the problem such 
that original solutions are very likely.

Change the Representation

Problems often can be changed by altering the way they are represented. An 
obvious example of the benefi ts of changing the medium is that of drawing a map. 
Surely many of us have had diffi culty following verbal directions, perhaps given as 
part of a dialogue, and we only understand and succeed in fi nding our objective once 
a map is drawn. The medium is at fi rst verbal and then visual. Problems in schedul-
ing can also be made easier with a visual aid. You probably know this, or at least have 
a calendar. You might compare that with a simple list of things “to do” as a means 
for effective scheduling. Sometimes it is a matter of fi nding the best medium, and 
other times it is the change in the medium or representation that leads to new 
ideas.

Change the Level of Analysis

Problems can be redefi ned (and assumptions questioned) by changing the “level 
of analysis.” Root-Bernstein (1989) gave Thomas Edison’s laboratory as an example 
of this, for Edison did not invent all the things for which he holds patents (1100 
patents!), but instead developed the idea of a laboratory that would produce “work 
for hire” and provide him with all those inventions. Much the same can be said about 
Henry Ford. He did not invent the automobile; instead he invented the means to 
mass produce it. He was working on the level of mass production and not the level 
of an individual Model T.
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You can have any color [car] you want as long as it is black.
 —Henry Ford

Zoom In, or Zoom Out

Not only can we move back to a more general level of analysis, we can also zoom 
in. Frequently we encounter a problem and interpret it on a large scale, but some-
times, if we think about it, there is really just one particular issue embedded in some 
ill-defi ned situation. It might be, as suggested earlier, a matter of simplifying and 
fi nding the essential idea, problem, or issue.

The benefi ts of zooming in and zooming out are especially obvious in some 
visual problems, including the Nine Dot Problem. Do you remember the solution? 
Yes, this is a test! Solutions can be found by zooming in to a point where the dots 
can be large enough to allow three lines to angle through them all (see Figure 1.4). 
Similarly, if you zoom out, the dots become very small and one line can actually 
connect all of them. The dots should be very small, and it helps if you have a large 
pencil.

The Renaissance Creator

Leonardo da Vinci was a highly prolifi c creator. He is a counter-example to 
the idea of domain-specifi c talent. He invented hundreds of things, in addition 
to his sculptures, paintings, and sketches (see Box 10.4). He invented a knight 
robot, hydro saw, ornithopter, aerial screw, air conditioner, assault boat, mobile 
bridges, covered ladders, mortars, tanks, and multiple-fi ring guns, which were 
precursors to the machine gun. He of course had his own recipe for gunpow-
der. In addition, he often is considered the Father of Kinesiology, with 30 
autopsies to his credit.

Da Vinci wrote approximately 15,000 pages in his notebooks, much of 
which is still available. (Bill Gates purchased one of da Vinci’s notebooks, at 
Christie’s auction house, for $28,000,000.)

KEEP AN OPEN MIND

Several kinds of openness were identifi ed in the chapter on the creative personal-
ity. There is in fact a trait, “openness to experience,” which characterizes many 
unambiguously creative individuals. Openness is not, however, something you have 



Box 10.4
Leonardo Living Large

Leonardo da Vinci zoomed in and out in his work. One of his most famous 
and favorite projects was a huge statue of a horse. It was to weigh 18 tons 
(bronze) and stand 24 feet tall. It was not fi nished during his lifetime, however, 
and apparently Leonardo’s last words expressed regret that he did not fi nish 
it. He had devoted 10 years to this project, working on metallurgy, molding, 
and physics—and a variety of other issues related to the construction of such 
a large and heavy project.

An equally good example of his changing scale was his giant crossbow. It 
was an impressive weapon and invention, with laminated components to 
increase its fl exibility, a worm-gear to allow the bow to be drawn, and silent 
fi ring. It was approximately 50 feet across (yes, 50 feet). The crossbow was not 
Leonardo’s invention—the basic idea was not original. He changed the scale 
such that it became a unique weapon, but the originality was in the size of the 
project (the scale) rather than the conception of the crossbow itself. Creativity 
is often like this: it is a result of adaptations, extensions, changes in scale. If 
Leonardo only had changed the crossbow in some subtle manner, we might 
not think him all that creative. He might be viewed as merely an engineer who 
had adapted existing ideas. But we have other evidence of Leonardo’s creative 
mind (e.g., his helicopter, and his art, including the Mona Lisa). Furthermore, 
his giant crossbow is original, though mostly only in its scaling. It also required 
that Leonardo work out a number of prerequisite details, such as the worm-
gear, and it was quite a feat to design a crossbow of this size that would actually 
work.
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or do not have. Although it may be easier for some people and seem to come naturally, 
each of us can direct our attention such that we are open to experience and such that 
we keep an open mind.

One benefi t of this is that we see things we would not otherwise see. This in 
turn may explain why so many creative insights and discoveries seem to have resulted 
from serendipity or chance discovery. Earlier we quoted Pasteur and the famous 
idea that “chance favors the prepared mind.” This is a critical idea because it implies 
that serendipitous insights and fi ndings are most likely if the individual is open-
minded. If individuals are open-minded, they are the most likely to recognize a valu-
able idea, even if they are not looking for it. If they are not open-minded, they may 
focus on the task at hand, and their expectations, and overlook a serendipitous 
discovery.

If you fi nd something that is interesting, drop everything and follow it. 
 —B. F. Skinner, A Case Study in the Scientifi c Method
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CONTRARIANISM

The contrarian tactic is a good way to be original. It seems to be used with great 
regularity among proven creative people, but then again, there is so much overlap 
among tactics that it can be diffi cult to isolate. Contrarianism in particular is inti-
mately tied to originality, and originality is the one aspect of creativity on which 
everyone agrees. If you are a contrarian, and doing what other people are not, you 
are likely to be unusual, unique, novel, or one of those others things that indicates 
originality. That is the value of contrarianism: It leads to the heart of creativity to 
originality. Contrarianism is also intimately tied to a role in a large number of other 
tactics and more general creative behavior (e.g., marginality).

Bob Dylan has been a lifelong contrarian, at least during his professional career. 
He made a name for himself as a poet and folk musician, and then shocked his fans 
by playing an electric guitar at the 1965 Newport Folk Festival! Just about 30 years 
later (in 1994) he did very much the same thing, giving a “rock concert” on Music 
Television (“MTV Unplugged”) with acoustic instruments.

Contrarianism can also be seen in comedians. Many use it tactically, to fi nd 
creative ideas for their humor. This is most obvious when the humor is “off color.” 
Lenny Bruce, a famous comedian of the 1950s and early 1960s, was jailed more than 
once for using profanity on stage in his jokes. George Carlin, famous for his list of 
“seven words you can never say on television” and performing an “unnatural act,” 
recently discussed profanity and comedy (see Zoglin 2004, p. 8). Carlin came right 
out and said that “there is no question that the repressive, Christian, right-wing, 
business, criminal, Republican section of our country has gained the upper hand. I 
think the Patriot Act has been exploited to put more severe controls on our behavior 
into place than they ever dreamed they would have a chance to implement” (Zoglin 
2004, p. 8). Carlin uses his humor to “bother people’s sacred values,” which is con-
trarian. He was explicit about being different: “I don’t like easy targets [e.g., the 
President of the United States], and I don’t like sounding like everyone else” (p. 8). 
That is what contrarians do: fi nd ways to be different.

Day (in press) recently described the contrarianism of writers. As she described 
it, the individuals in her study “each experienced social isolation from peers during 
childhood and adolescence and had a sense of being odd. As outsiders, they developed 
an observer’s eye which became part of their personality. They all managed to elevate 
oddity to a virtue by their middle school years. Being odd themselves, they also 
became fascinated with oddity in the outside world, creating a libido for the bizarre 
which is integrated into their identities and their writing.” One of Day’s writers 
noted, “the idea of being normal, whatever that means, just horrifi es me.”

Day’s writers were apparently fl exible in their strategy use and tactics. As Day 
(in press) described it, “their strategy had to do with maintaining a fl exible awareness 
of the many types of writing they do. When creative passion ebbs, all four writers 
turn to task that require technical skill instead, or different projects that reinvigorate 
them.” This helped minimize the effects of writer’s block. (As an aside, I should note 



that this idea of shifting one’s work seems to parallel what creators with bipolar dis-
orders often do: When they are on the depressed end of the mood continuum, they 
edit and criticize their own work. After all, when depressed they feel like criticizing! 
But when they are on the other end of the continuum, and feeling energetic and 
elated, they are incredibly productive (but not very critical). They may even recog-
nize that the elation and productivity will not last, so they take advantage of it and 
focus on quantity over quality. I use this last term to relate the shift in work style to 
brainstorming, which focuses on productivity and quantity over quality, but only 
with the recognition that judgment is merely postponed, not eliminated.)

Recall here that tactics result from intentional decisions. Sometimes these deci-
sions lead to certain investments of time and energy. Sternberg and Lubart (1996) 
used the metaphor “buy low and sell high” to describe creative contrarianism. This 
idea is well known in economic circles, and often used by investors (Dreman 1982, 
1982; Malkiel 1990; Rubenson & Runco 1992b). Malkiel described the economic 
perspective on contrarianism by suggesting “a contrarian investment strategy that is 
buying those stocks that have had a relatively poor recent performance might be 
expected to outperform a strategy of buying those stocks that recently produce 
superior returns. Implicit advice to investors is to shun recently fashionable stocks 
and concentrate on those stocks that are currently not in favor.  .  .  .  Of all the anoma-
lies that have been uncovered or alleged, this one strikes me not only as one of the 
most believable, but also potentially the most benefi cial for investors” (p. 190). He 
supported the contrarian perspective with data showing that “while stock returns 
over short horizons, such as a week or month, may be positively correlated, stock 
returns over long horizons, such as a year or more, display negative serial correlation” 
(p. 190). This simply means that over the long run what a stock does at one period 
is unrelated to what it does at another period.

Sternberg and Lubart applied this to creative efforts and suggested that an indi-
vidual will be most likely to earn respect for his or her creative work if he or she 
does the same thing, though perhaps in a particular fi eld. In the sciences, for example, 
an individual might do a great amount of work in one area before others discover it, 
and indeed may work on it for years before other people see its value. If other people 
eventually do see the value of that area and line of work, there is a greater interest 
and demand, and it may be that the individual who has been plugging away for years 
earns a great reputation precisely at that point. Sternberg and Lubart were very clear 
in describing why some people do not earn reputations for their creativity. Of course 
the most likely reason is that they buy high and invest their time into fi elds or styles 
that other people are already using. Failure to earn a creative reputation may also 
occur when individuals sell too early, that is when the demand is low, or perhaps 
when the individual makes a poor choice with their investments and buys when 
demand is low, but unfortunately buys into something that does not have actual 
potential. An individual could fail by holding onto a line of thought for too long, in 
which case they just become one of the many individuals who are working in an 
area—they have not sold, so to speak. Note that this buy low, sell high metaphor 
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applies specifi cally to creative reputation and social judgment. The assumption, then, 
is that creativity is an attribution, Kasof (1995), which is not a very realistic assump-
tion (Runco 1995c). This line of thought also ignores the possibility that creative 
reputations can be earned by doing the best possible work on a particular topic. 
Sometimes creativity is earned by refi ning existing ideas or extending existing lines 
of thought.

The contrarian tactic is a good thing if it is a means to an end—the end being 
creative work. This may occur if being a contrarian opens new options. Contrarianism 
is not a good thing if it is an end in itself. This occurs if an individual intends to be 
different, and earns a reputation simply by being different. This kind of contrarian-
ism has the same limitations as originality that is void of value or usefulness. This 
kind of originality leads only to bizarre behavior and ideas—they are only original, 
or perhaps even original for good reason (e.g., they are worthless so no one bothers 
with them).

DON’T BE A DAMN FOOL

Mark Twain is among the most quotable of the creative geniuses. His distinction 
between work (“what a body is obliged to do”) and play (“what a body is not obliged 
to do”) is as good as any you will fi nd in the psychological literature. He also said, 
“I don’t give a damn about a man who can spell a word only one way” (quoted by 
Sela 1994, p. 339). A similar sentiment was communicated by Frank Barron when he 
quoted one of the U.S. presidents on being a radical (see the fi rst page of this chapter). 
These quotations imply that contrarian tactics might be taken too far. It is good to 
be original but not so original that no one understands.

Box 10.5
The Artist Outsider

William Blake was a contrarian. As Cubbs (1994) described him, “included 
among art history’s favorite outsiders is the late 18th century painter and poet 
William Blake. According to the popular Romantic text, Blake shunned the 
offi cial patronage and academic standard of his time. Reportedly a misfi t even 
among other artists, he entered the later years of his life unknown to the 
general public and facing extreme poverty. And in the end, his intense apoca-
lyptic fantasies and fi ery emotions earned him the accolades of troubled profi t, 
eccentric, and mad man” (p. 78). He was a contrarian although obviously it is 
not certain whether it was intentional or unintentional.

Jackson Pollock was also given as an example of an artist outsider and 
contrarian. As Cubbs (1994) described him, “in the mid 20th century, the 

Continues
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Box 10.5
The Artist Outsider—cont’d

archetypical image of the outsider was relocated in the popular legend of 
abstract expressionist painter Jackson Pollock, who forged a new outsider 
model combining his identity as an alienated artist outcast with a rugged 
individuality, frontier machismo, and romantic pathos of the American 
cowboy” (p. 79).

Cubbs (1994) also described Vincent Van Gogh as an outsider and rebel, 
or what I would call a contrarian. She put it this way: “The most famous 
reincarnation the romantic artist outsider was Vincent Van Gogh, whose 
notorious artist passions ended in the suicidal madness so often associated with 
the anguished creative spirit” (p. 79).

Cubbs (1994) was especially interested in artists who were “contemptuous 
of social conventions, past aesthetic tradition, and cultural orthodoxies of any 
kind  .  .  .  this image as the artist outside who challenged the authority of the 
status quo. It was a role that would be best realized in the early 20th century 
by the modern avant-garde, who challenged their dissatisfaction with the state 
of Western civilization into a succession of artistic movements and manifestos 
charged with the rhetoric of revolution” (p. 78).

Cubbs (1994) argued that artists “inspired individuals who transcend the 
boundaries of culture” (p. 77). In her view, “although rooted in countless 
myths and legends of earlier times, the view of artists as outsiders, was fi rst 
established in Western culture, during the Romantic period. Major intellec-
tual and popular movement of the late 18th and 19th centuries, Romanticism 
embraced an artistic philosophy of escape, fantasy, reverie, and revolt. It also 
preached a dissatisfaction with the mundane everyday world which it believed 
could only be redeemed through transforming through the artist’s individual 
imagination. Exiled from common social life by the myth of their unique 
creative vision, artists came to be viewed as isolates, rebels, a necessary outcast 
from society” (p. 77). This line of thought is largely consistent with the 
Romantic perspective of creativity outlined in Chapter 4 (see Dudek, in press; 
Sass & Schulberg 2000–2001). There the Romantic view led to an association 
of creativity with mental illness and the mad genius controversy.

Of course, contrarians are not all artists. Consider the work of Gandhi, 
Martin Luther King, Henry David Thoreau, and Gertrude Stein. Also recall 
Cavendish, described in Chapter 7.
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Barron (1993) extended this line of thought in a theory of controlled weirdness. 
The basic idea seemed to be that (1) weird things are original things, and all creativ-
ity is original, and (2) too much weirdness makes a person just plain weird. If weird-
ness can be controlled, creativity is quite possible. Recall here the idea of metacognition 
and the weight given to intentions and decision making throughout this volume. A 
creative person may be intentionally weird, but only at times when weird is good—it 
may be creative. A creative person may decide to be weird, to be original, but other 
times will decide not to be weird. It is not out of control.

There are other ways of describing the weirdness. If it is intentional, it might be 
contrarianism. It might also be marginality, especially if it is unintentional.

Marginality might be professional or cultural (Gardner & Nemorovsky 1991; 
Root-Bernstein et al. 1993, 1995). In each case the individual is outside the norm. 
That seems to provide several benefi ts. In the case of cultural marginality, differences 
and nuances are highlighted. Consider in this regard de Toqueville’s refreshing study 
of the United States. His observations are potent and fascinating, in part because of 
his perspective as a Frenchman. In the case of professional marginality, the benefi t 
may be that the individual must think on an abstract level to be able to actually 
compare and integrate the disparate fi elds. Studies of analogical thinking suggest 
something like this, namely, that thinking about disparate fi elds or concepts leads to 
deeper schematic representations (Gentner et al. 2003). Gruber (1981) and Runco 
(2001a) implied that there was another benefi t, namely access to different perspec-
tives (e.g., one from each fi eld). There is also the fl exibility that allows shifts from 
one perspective to another. A third benefi t is that working in different domains or 
areas increases the likelihood that the assumptions of one of them will be recognized 
and perhaps questioned. The fi sh may not be aware of the water—unless the fi sh 
leaves it.

Dogan (1999) pointed out that the concept of marginality has very different 
meanings in different domains. She found it fi rst in work from 1928, by R. E. Park, 
a sociologist who described cultural hybrids. Marginality is also used in theories of 
societal pluralism, as well as economics and ethnology. Sometimes it indicates some 
sort of maladjustment; in certain circles it refers to an inferior portion of society. In 
creative studies, where a number of advances have been facilitated by marginality, it 
has a very different meaning, and a very positive one. Dogan gave Pasteur as an 
example, because early on, he apparently was a crystallographer, an experience that 
later gave him a useful perspective on microbes.

Each of these ideas is consistent with Jaussi et al.’s (in press) recent fi ndings of 
the benefi ts of “cross-applying experiences” (e.g., hobbies used somehow in one’s 
career), and with the creativity of heterogeneous work groups (Rubenson & Runco 
1995). There might be some benefi t to reading materials that are outside one’s own 
fi eld and talking to others outside the fi eld as well. Indeed, Nakamura and 
Csikszentmihalyi (2002) felt that an individual does not need to be marginal; he or 
she can instead work with people who are in different (but complementary) fi elds. 
Recall here the idea of heterogeneous groups for brainstorming. If there is a dramatic 



need for marginality, a career change, or at least a change in one’s style or focus, 
may be in order. The critical idea is to recognize perspectives that are different from 
those you typically hold.

LET IT HAPPEN

All of these suggestions, which assume that some effort is expended, can be cat-
egorized as “make it happen” tactics (Parnes 1967). Creative thinking sometimes is 
facilitated by simply putting oneself in the right situation. Of course what is right 
will depend on the individual. The point, however, is that people are often naturally 
creative. They may not need to be encouraged so much and simply allowed to use 
existing skills. As Parnes (1967) described it, often all that needs to be done is to “let 
it happen.”

A good example of a “let it happen” tactic is incubation. An individual might put 
a problem aside and take a walk or exercise. They may fi nd ideas while they are doing 
something else! Incubation is probably occurring while they walk, exercise, or play. 
Singer (1975) and Epstein (1996) suggested that there are benefi ts to daydreaming 
(pp. 67, 163), and here again all that might need to be done is fi nd a spot where day-
dreaming is likely.

Play may offer similar benefi ts. As a matter of fact there are situations where 
play may be necessary! Wallach and Kogan (1965), for instance, suggested that test-
like classrooms do not allow much divergent and original thinking, whereas game-
like and permissive environments support divergent and original thinking. Later in 
this chapter a technology of foolishness will be discussed (March 1978), with implica-
tions for creativity within organizations.

Sadly, it can be quite diffi cult to play. Root-Bernstein et al. concluded that “given 
the general tendency of modern society to undervalue and marginalize play of all 
kinds, particularly in educational settings, these data [about worldplay] must cause 
concern that critical creative facilities and our children and adolescents are being 
short changed” (p. 32). Adams (1974) mentioned playfulness as one of the things that 
is diffi cult to do in Western culture, when you have a “serious problem.” Yet it may 
be that playfulness will lead to original solutions.

Granted, incubation is not always useful. Smith and Blankenship (1991) described 
how “problems that are solved immediately require no incubation, and intractable 
problems which cannot be solved even with unlimited time will not be infl uenced 
by incubation time” (p. 63). Thus time is important, but only for some problems, 
especially because incubation often contributes to the creativity of the solution.

Original thinking may also come easily when the person exercises (Curnow & 
Turner 1992; Gondola 1986, 1987; Gondola and Tuckman 1985; Herman-Toffl er and 
Tuckman 1998). When exercising there is increased blood fl ow, incubation, and 
perhaps even a bit of short-distance travel. In my case, exercise takes me anywhere 
from three to fi ve miles.
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AVOIDANCE TACTICS

Runco (1999d) described something like “let it happen” tactics in terms of avoid-
ance. As he put it, sometimes certain things need to be done, and sometimes certain 
things need to be avoided. He pointed to a number of barriers and squelchers as specifi c 
things to avoid. The former are environmental or social situations that tend to inhibit 
or constrain our thinking and should therefore be avoided. Von Oech (1983) listed 
10 barriers to creative thought. These refl ect a tendency to (1) look to the right 
answer, (2) focus on what is logical, (3) follow the rules, (4) consider what is practical, 
(5) avoid ambiguity, (6) avoid mistakes, (7) avoid play, (8) stay within our own areas 
of experience, (9) avoid the possibility of appearing to be foolish, and (10) think that 
oneself is uncreative. Squelchers are things that we say to ourselves or to other people 
that imply that routine is good and original behavior is bad (e.g., “it will never work,” 
“too risky”). See Box 8.2 (also see Davis 1999).

FLEXIBLE USE OF TACTICS

At this point it is probably obvious that there is a benefi t to being fl exible with 
creative tactics. It is unreasonable to assume that one tactic would apply to all prob-
lems and all domains, so the individual who can employ different tactics at different 
times will have a huge advantage. Leonardo da Vinci can again be cited: He was very 
fl exible with his thinking and tactics. He changed the scale of his huge horse statue, 
for example, and for his giant crossbow. He also knew to put problems aside. This 
is exactly what he did with his studies of fl ight. His initial studies of fl ight were 
extensive, but at one point he put fl ight aside, only to come back to it much later in 
his life. This is a very useful tactic, in part because the individual might take advan-
tage of incubation if he or she puts a problem aside. Additionally, more information 
might become available if completion is postponed.

Leonardo da Vinci designed what we would today call a helicopter, as well as a 
parachute and wings for a human. His ornithopter refl ected a “look to the natural 
world” tactic, for it was based on his extensive observations of birds. Da Vinci used 
a “borrow and adapt” tactic many times, including in his work on the ornithopter 
(borrowing from birds) and his crossbow. His “look to the natural world” tactic was 
apparent in his armored vehicle. Again he looked to nature for ideas.

Da Vinci also gathered data for some of his designs. He knew that air fl owed 
like water, for example, and thus experimented with wings and aerodynamics by 
placing different shaped paddles at different angles in streams. What he learned from 
this helped him design the wings for his fl ying machines.

The Wright brothers were also extremely fl exible with their tactics and problem 
solving. Like da Vinci, they collected huge amounts of data, even building their own 
wind tunnel. They also collected information by writing everyone else who was 
studying fl ight. The Wrights also looked to nature and identifi ed useful analogies 
(e.g., the wing of a bird and the wing of their “fl ier”). They broke large problems 



down into small ones. Instead of working on fl ight, they worked on problems of 
power, weight, and control of the aircraft; they sought out useful information (writing 
others who were working on the problem of fl ight); and they collected plenty of data. 
Perhaps most novel was the tactic that appeared to be nothing but arguing. While 
working in their bike shop, or later in the tents in Kitty Hawk, Orville would argue 
for one side of some technical problem and Wilbur would defend the other side. 
They would yell and argue—and then switch who was arguing what and argue again. 
The fact that they took turns with each side of each technical problem suggests that 
they were using this as a kind of tactic.

Other people have argued and debated for their work. Silverman (1995), for 
example, described how Lita Hollingworth, one of the pioneers of gifted education, 
“carried on arguments in her head with Galton in the same way that Wollstonecraft 
argued with Roussault.” Jean Piaget felt that he best defended his theories when he 
did this same kind of thing (Gruber 1996). What is most important here, however, 
is that it is best to be fl exible and use alternative strategies. At least that seemed to 
have worked very well for Leonardo da Vinci and the Wright Brothers. Jausovec 
(1991), Kaizer and Shore (1995), and Carlsson et al. (2002) each described the benefi ts 
of fl exible strategy use.

PROGRAMS AND MULTIPLE STEP METHODS FOR CREATIVE THINKING

These tactics can sometimes be used singly. They can also be combined into 
larger programs. Many programs have been proposed. Some of the better known are 
reviewed next. Some of these are not extensive, but they are not focused tactics either. 
Each is multifaceted, or involves more than one step. In that sense these suggestions 
are more than just focused tactics.

Synectics

Founded in 1960, the word derived from two Greek roots, syn and ectics, synectics 
is intended to denote a bringing together of diverse elements in new combinations 
(Gordon 1961). As you may recall from earlier in this chapter, the emphasis is on 
analogical thinking. The intention of synectics is “making the strange familiar, and 
making the familiar strange” (Gendrop 1996, p. 1). The fi rst part of this, making 
the strange familiar, is a kind of critical thinking. In her study of the effectiveness 
of synectics, Gendrop (1996) pointed to “data gathering, analysis, synthesis, and 
evaluation” to this end. She associated “making the strange familiar” with previous 
learning. The second step, making the familiar strange, is more obviously creative. 
To this end synectics emphasizes analogy. There is, however, a recognized need to 
“break old associative connections, provide a new perceptual framework, and apply 
this new context to the issue at hand” (Gendrop 1996, p. 1). Gordon (1972) and 
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Gordon and Poze (1981) found improvements in the creative thinking of elementary 
and junior high school students, and Gendrop (1996) reported much the same (at 
least for originality scores) in a sample of nurses.

Creative Problem Solving (CPS)

Creative problem solving (CPS) usually involves the following:

(1) Objective fi nding
(2) Fact fi nding
(3) Problem fi nding
(4) Idea fi nding
(5) Solution fi nding
(6) Acceptance fi nding

Alternative CPS models have been presented by Firestien and McCowan (1988) 
and Treffi nger et al. (1994). Firestien and McCowan (1988), for example, described 
CPS with the following:

(1) Mess fi nding
(2) Data fi nding
(3) Problem fi nding
(4) Idea fi nding
(5) Solution fi nding
(6) Acceptance fi nding

Van Gundy (1992) described these as stages. He focused on facilitators and “a 
systematic problem solving model that employees can use everyday. CPS guides the 
doer through a series of divergent and convergent problem solving activities. Each 
activity is designed to help with one of six problem solving stages” (p. 13).

Van Gundy suggested that the facilitator has the following qualities: accurate 
self-knowledge, patience, an understanding of the specifi c task at hand, an ability to 
coordinate different thinking processes (e.g., convergent and divergent), good verbal 
skills, good human relations skills, sensitivity to nonverbal communication, good 
communication skills, a tendency toward positive thinking, an open mind, tolerance 
of ambiguity, prudence when taking risks, a tendency toward playfulness, confi dence, 
and basic creative thinking skills. When actually facilitating, the facilitator should 
be well prepared, with materials and three-dimensional displays. The facilitator 
should start by communicating the ground rules, the most important of which is to 
distinguish during the meeting between criticism and evaluation and idea 
generation.

In this sense the facilitator is helping the group to brainstorm (see later). Indeed, 
the facilitator may use the following brainstorming techniques, such as hitchhiking, 



piggy-backing, and emphasizing the quantity of ideas over their quality. The facilita-
tor should create an informal atmosphere and model creative behavior him- 
or herself. The facilitator should put a great deal of effort into listening carefully, 
and be prepared for periods of silence. The group may be silent when thinking. 
Continuing, the facilitator should monitor the time constraints and never assume 
that the members of the group fully understand brainstorming or the various tech-
niques. The facilitator may need to remind them why they are doing what they are 
doing and further remind them of the procedures, such as postponing judgment. 
Van Gundy believes that walking around is helpful in longer sessions; the facilitator 
may encourage that, and should avoid subgroups and voting within the group. Very 
important, the facilitator is not to take the position of the expert but instead is there 
to allow the group to use their expertise concerning the subject matter. The facilita-
tor is just that: someone who facilitates the process but does not necessarily lead in 
a particular direction or toward a particular outcome.

Lateral Thinking

Another program for enhancing creativity involves lateral thinking (De Bono 
1992). The key idea is captured with the following metaphor: When faced with a 
problem or obstacle, do not dig deeper, dig elsewhere. De Bono also uses a metaphor 
of “six thinking hats.” These hats refer to modes of thought. The white hat represents 
a neutral perspective that allows the individual to collect and use data and informa-
tion. The red hat represents an individual’s emotions, affect, feelings, intuition, and 
hunches. The black hat represents judgmental modes of thought and criticism. The 
yellow hat represents an optimistic perspective and emphasizes the benefi ts of an 
approach or solution. The green hat is for a kind of fertility, at least fertility of 
alternatives and ideas. De Bono suggests that “the green hat is for creative think-
ing  .  .  .  for new ideas  .  .  .  additional alternatives  .  .  .  [and] for putting forward possi-
bilities and hypotheses” (p. 80). Finally, the blue hat controls the thinking process. 
It monitors and summarizes. De Bono suggests that the blue hat usually is worn by 
a chairperson if the creative work is being done in a group. He suggests that the blue 
hat is “for thinking about thinking” (p. 80), which, in the cognitive sciences, is 
labeled metacognition.

De Bono (1992) suggested that his method and the use of six thinking hats will 
allow groups and organizations to avoid argument and adversarial situations. 
Supposedly the six hats can be used for cooperative exploration and thereby more 
productive efforts. Obviously, the benefi t of De Bono’s technique is that the indi-
vidual or group will cover all the bases, or at least approach problems from various 
perspectives. In this sense De Bono’s technique is a little bit like brainstorming, at 
least in the sense that both ensure that alternatives are considered and criticism is 
postponed. De Bono does suggest that groups might agree on an agenda and a par-
ticular sequence of hats. In other words, right up front the group will decide which 
hats will be worn by everyone in the group and at what point they will switch from 
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hat to hat. He even suggests that groups might benefi t from devoting about four 
minutes to each hat.

De Bono’s techniques are based on several decades of applied work in a variety 
of organizations. They have not been adequately tested with scientifi c techniques. 
This may be because many of the ideas are metaphorical, which are not all that easily 
tested, or it may be because De Bono’s concerns are more applied than basic. Several 
of his ideas are consistent with sound empirical research, and in this sense have some 
indirect support. There is, for instance, clear support for the benefi ts of postponed 
judgment and shifting from one mode of thought to another, and of course for the 
usefulness of divergent thinking.

Bed, Bath, and the Bus

Epstein (in press) suggested that individuals have their best ideas while in 
bed, the bath, or on a bus. He was really suggesting that daydreaming was 
useful. He described the need to “capture the fl eeting,” by which he meant that 
ideas are very quick and ephemeral and the individual must therefore be ready 
to record them when he or she has them. Epstein specially suggested recording an 
idea and evaluating it at some later point. Epstein also recommended seeking out 
challenges.

Here Epstein is drawing from his empirical research, and in particular the idea 
of resurgence (Epstein 1990). Essentially, this has to do with interconnections between 
behaviors. To facilitate resurgence he suggests interacting with a variety of people 
or from persons with a variety of backgrounds, either careerwise or in terms of age. 
He also suggests keeping provocative items, such as toys, on one’s desk or to simply 
do different things, like turn pictures upside down. A related strategy involves 
expanding one’s world. Here he again looks to learning theory and argues for trans-
ference or transfer (from one situation or experience to new situations or 
experiences).

IDEAL

Bransford and Stein (1993) suggested that problem solving is most effective if 
the following steps are carefully followed:

(1) Identify problems and opportunities.
(2) Defi ne alternative goals.
(3) Explore possible strategies.
(4) Anticipate and act.
(5) Look and learn.



They encouraged entering the IDEAL cycle at any point and recycling through the 
steps as needed.

Harman-Rheingold

Harman and Rheingold (1984) identifi ed four methods that can assist individuals 
in both developing their creativity enhancing personality traits, as well as helping 
them become more profi cient at the process of creativity. These methods are guided 
imagery, affi rmation, alert relaxation, and dreaming.

Guided imagery is an ability we all possess that allows us to conjure up images 
or visions of things different than our ordinary reality. According to Jung (1962) 
images are the form in which messages are carried to and from our unconscious, and 
by tapping into our unconscious we can access insights and creative solutions to life’s 
presenting problems. Psychosynthesis is one system that uses guided imagery to 
assist individuals in deliberately evoking answers from their unconscious. One 
method used in psychosynthesis to connect with one’s unconscious (or to connect 
with something greater) is dialogue with an inner advisor. In this imaginary dialogue, 
questions and problems can be presented to one’s inner guide, and answers and often 
creative guidance is received. “If the sages are to be believed, inner teachers, helpers, 
and guides are available to all of us, ready to respond to our requests for assistance” 
(Harman & Rheingold 1984).

Affi rmations are a method of combining intense inner resolve, fi xed purpose, 
imagery, emotion, and will into a mantra that helps individuals reprogram their 
unconscious, allowing them to manifest the positive future outcomes they are intend-
ing. This process can be used in facilitating creativity by using affi rmations such as 
“I have breakthrough creative insights.”

Many creative insights occur when individuals experience a state of calm, relaxed 
openness (the incubation and illumination stages proposed by Wallas 1926). The 
physiological benefi ts of the relaxation response were apparently fi rst found in car-
diology patients (Harman & Rheingold 1984). As a result of his research he also 
found that the relaxation response produces a state of alertness that is conducive to 
creative insight. By sitting in a quiet environment, consciously relaxing ones muscles, 
focusing on a specifi c object or mantra, and assuming a passive attitude, individuals 
can facilitate states of consciousness that are gateways to states usually associated 
with breakthroughs and creative experiences. Alert relaxation can be seen as a means 
of slipping past the internal censors at the portals to the unconscious (Harman & 
Rheingold 1984).

Dreams are replete with images and symbols that can provide the dreamer with 
powerful creative insights. Since we spend a third of our lives asleep, it seems like a 
worthy endeavor to cultivate this mostly untapped resource. Jung (1962) claimed that 
by writing down our dreams and refl ecting on the meanings behind the images and 
symbols that are evoked, we can learn a great deal about our unconscious motives, 
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resistances, and creative urges. Once we become profi cient at examining our dreams 
we can begin to intentionally use them to tap into our unconscious problem-solving 
mechanism, facilitating our creative abilities.

Brainstorming

Brainstorming is almost defi nitely the most often employed enhancement 
technique. It is not just one tactic but instead a method for divergent thinking in 
groups. Osborn (1963) described four brainstorming rules: “(1) Criticism is ruled out. 
Adverse judgment of ideas must be withheld until later. (2) ‘Freewheeling’ is wel-
comed. The wilder the idea, the better; it is easier to tame down than to think up. 
(3) Quantity is wanted. The greater the number of ideas, the more the likelihood of 
useful ideas. (4) Combinations and improvements are sought. In addition to contrib-
uting ideas of their own, participants should suggest how ideas of others can be 
turned into better ideas; or how two or more ideas can be joined into still another 
idea” (p. 156).

Firestein and McCowan (1989) found that training in creative problem solving 
led to greater communication among group members. They also found improve -
ment in the resulting ideas. There is, however, some controversy. Torrance (meta) 
reviewed over 100 studies and found that brainstorming was effective, at least with 
his own TTCT as the criterion measure. Many others, however, have criticized 
brainstorming.

Still, as noted in Chapter 5, brainstorming has many distracters. In fact, it is a 
bit surprising that it is still used; questions have been raised almost from the begin-
ning. Taylor et al. (1958), for example, compared the creative problem solving of 
individuals working in groups of four with individuals working alone. The tasks were 
fairly realistic: The “Tourist Problem” asked “how can the number of European 
tourists coming to the U.S. be increased?” The Thumb Problem asked for a list of 
pros and cons that would arise if each of us had an additional thumb. The Teacher 
Problem asked how to insure continued educational effi cacy, given population 
increases. Fluency, originality, and feasibility of ideas were each inferior in the 
groups, compared to the individuals working alone. Dozens or even hundreds of 
other studies have found much the same (see Mullen et al. (1991) for a meta-analysis, 
and Rickards & deCock (in press) for a recent review).

Brainstorming may not work in part because there are tendencies toward produc-
tion loss (Diehl & Strobe 1987, 1991; Mullin et al. 1991; Paulus 1999). Similarly, 
Paulus described performance matching, which occurs when individuals align their 
performance with the less productive group members. Another signifi cant problem 
with brainstorming is evaluation apprehension (Parloff & Handlon 1964; Paulus 
1999). This occurs when group members avoid original ideas because they fear reac-
tions by the other members of the group. Then there is social loafi ng.

These drawbacks infl uence creative thinking, and there are other reasons to 
consider brainstorming. Such group work may contribute to team building processes, 



for example. In the classroom brainstorming might help children learn to cooperate 
and collaborate, even if the number and originality of the ideas is lower than might 
be obtained if students worked alone.

Brainstorming might be used along with other individualized tasks and exercises. 
Indeed, learning theory suggests that students have extremely varied experiences and 
displaced practice. Varied experiences will contribute to the likelihood that the skills 
learned (e.g., divergent thinking) will generalize across tasks and settings. Displaced 
practice (working on open-ended tasks, then shifting to another task, and then 
returning to open-ended tasks) is especially effective with students. Thus there 
would be a benefi t to brainstorming at one point and working in nominal groups 
(i.e., individually) at other times. Learning theory also offers suggestions for appro-
priate reinforcement of creative thinking (see Box 10.6).

Varied experiences should include working with different kinds of groups. 
By all means homogeneous groups should be avoided (Rubenson & Runco 1995). 
Of course there is an optimal level of group heterogeneity. Too much and it will be 
diffi cult for group members to communicate with one another. Too little and 
there may be a consensus bias, which is related to what others call groupthink 
(Paulus 1999).

 I D E A L  351

Box 10.6
Learning Theory and Creative Thinking

Several operant principles can be used to insure that training and enhance-
ment efforts are maximally effective. Displaced practice is, for example, quite 
effective. Hence individuals should work on creative thinking exercises, but 
then turn to something else, and later again return to creative thinking exer-
cises. In that fashion the practice is displaced and highly effective. Tasks 
should be varied to insure that the skills learned generalize to other tasks and 
other settings. Reinforcement must be given judiciously. Too much, and over-
justifi cation is likely. This occurs when extrinsic rewards and incentives under-
mine preexisting intrinsic interests. Fading might also be used, especially if 
individuals are unaccustomed to divergent thinking. More structured tasks 
might be given at fi rst, along with highly explicit instructions. After the indi-
viduals are accustomed to these, more open-ended tasks might be given, 
perhaps with less explicit instructions. Eventually, after gradual fading, the 
individuals will learn to think divergently and originally on their own, even 
with entirely ill-defi ned tasks and without explicit instructions. Stokes and 
Baer (1977) presented an outline of the “technology of generalization and 
maintenance,” which can be adapted to enhancement efforts.
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TACTICS FOR ORGANIZATIONS

Many tactics and programs have been developed specifi cally for organizations 
(e.g., Amabile & Gryskiewicz 1989; Basadur 1994; Runco & Basadur 1993; Witt & 
Boerkrem 1989). With the need for accountability, most of these have been developed 
along with assessments and measures. Those are very interesting because they pin-
point the specifi c things that need to be done and things that need to be avoided. 
They tend to capture the idea of “the creativity complex,” at least in that they cover 
more than just cognitive skill. They cover interpersonal behaviors, the physical 
environment, resources, and social situations.

Amabile (Amabile & Gryskiewicz 1989) pointed to freedom (freedom in deciding 
what to do and how to do it), challenge (a sense of having to work hard on challeng-
ing tasks), resources (access to appropriate resources, including people, materials, 
facilities, and information), supervision (appropriate goals, values, individual contri-
butions, enthusiastic modeling), coworkers (a diversely skilled group, with trust and 
commitment), recognition (fair, constructive feedback), unity and cooperation (coop-
eration, fl ow of ideas), and specifi c creativity supports. Amabile also felt that creative 
environments lack the following: time pressure, evaluation, status quo, political 
problems. Witt and Beorkrem (1989) developed a somewhat similar measure that 
contains scales for time and resources, challenge, interpersonal evaluation and feed-
back, and autonomy.

Rickards and Jones (1991) presented a detailed inventory of barriers. They also 
developed the Jones Inventory of Barriers to Effective Problem-Solving, to assess the 
presence of these blocks. Examples are presented in Table 10.1. Rickards and Jones 
summarized research with architects, accountants, sales people, managers, and engi-
neers that indicates that the Jones Inventory is reliable and in some ways valid. They 
described the content and concurrent validity of the measure, for example, the latter 
being supported by the fact that scores on the Jones measure were negatively corre-
lated with divergent thinking fl uency and originality scores, a right-hemisphere 
thinking style, and an originality score from the Kirton Adaptation Innovation 
Inventory. These negative correlations support the theory that situational barriers 
inhibit creative thinking.

Creativity and Cognitive Style

Kirton (1980) described two styles, Adaptive and Innovative. Both can support 
creative thinking and each is ostensibly independent of intellectual ability. 
Simplifying a great deal, adaptors use what is given, whereas innovators make 
changes. Another very useful measure of style was described by Martinsen 
(1995) and Kaufmann (1979). It suggests explorer and assimilator styles.



T A B L E  10.1 Example Questions from the Jones Inventory of Barriers to Effective 
Problem-Solving (Rickards & Jones 1991, p. 307)

Strategy Questions (12 items)

 3. I like to keep strictly to time schedules. vs. I am easygoing about time-keeping.
 7. I am keen to try new ideas. vs. I prefer ideas that have been tried and tested.
 8. I like sorting out complex problems. vs. I like problems that are clearly defi ned.
11. I like to fi nish a task once I have started it. vs. I don’t mind leaving jobs half done.

Values Questions (6 items)

 7. Rigid moral standards are unreasonable vs. Modern moral standards are too slack.
12. He who is not for me is against me. vs. There are good and bad aspects to most views.
17. Principles should act as a guide not a rule vs. One should never depart from one’s principles.
 book.
22. Traditions are essential in maintaining vs. Traditions are interesting but irrelevant to
 a stable society.  modern society.

Perceptual Questions (6 items)

 4. I never forget a face. vs. I have a poor memory for faces.
14. I am always conscious of people around vs. I am often unaware of people.
 me.
19. I cannot distinguish the sounds of musical vs. I usually can identify a musical instrument by
 instruments.  its sound.
24. I am very conscious of noise. vs. I am rarely aware of background noise when I
   am working.

Self-Image Questions (6 items)

15. I try to avoid competition. vs. I like to win.
20. I often ask for help. vs. I like to solve my own problems.
25. I keep my personal feelings to myself. vs. People usually know how I feel about things.
30. Confl ict should be brought into the open. vs. I try to avoid confl ict.

Some questions are worded to indicate the presence of a barrier, and others are worded to indicate the 
absence of a barrier. The numbers in the left margin are the original question numbers (so “I am keen 
to try new ideas” is the fi rst question on the Inventory, and “I like to keep strictly to time schedules,” 
a contraindicative item, is the third question on the Inventory.)
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Some elaboration might be useful. Quoting Rickards and Jones (1991), “strategic 
barriers affect the approaches taken to solve problems. Examples include (a) the ten-
dency to rely heavily on past experience or particular technique without challenging 
their appropriateness; (b) focusing on a narrow range of options for either problem 
defi nition or solving; and (c) adapting an over-serious approach to problems which 
prevents the emergence of a playful, imaginative, and humorous climate. Values bar-
riers occur when personal beliefs and values restrict the range of ideas contemplated” 
(p. 306).
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March (1987) suggested that organizations might use a technology of foolishness. 
This requires a balance of play and reason. That balance in turn requires that man-
agers view (a) goals as hypotheses, (b) intuition as real, (c) hypocrisy as a transition, 
(d) memory as an enemy, and (e) experience as a theory. It is also important, accord-
ing to March, that these fi ve methods be used alternatively, with a temporary suspen-
sion of “reasoned intelligence.”

This may sound, well, reasonable, but keep in mind that there are blocks to such 
thinking, especially in industry. The whole idea of “work” tends to preclude any 
“play.” That is probably a bad thing for creativity and innovation.

Blocks in the Natural Environment

Barriers are not only problems for organizations, they plague each of our 
day-to-day lives. In one of the best books ever written about creative problem 
solving, Adams (1986) identifi ed specifi c cultural, perceptual, intellectual, emo-
tional, and social blocks to creativity. His focus was on problem solving, and there 
is some controversy about the relationship of creativity and problem solving (Runco 
1994b). Creativity may be a kind of problem solving; or problem solving may 
sometimes (but not always) involve creativity; or creativity may involve self-
expression, play, and experimentation instead of problem solving. At the very least 
the blocks identifi ed by Adams apply to the kind of creativity that is involved in 
problem solving.

Perceptual blocks occur when a problem is misperceived. The problem may be 
poorly isolated from a distracting context, or it may be too narrowly or too generally 
defi ned. The individual may be saturated and too immersed in a fi eld to see a problem 
(as is the case when experts make assumptions and do not recognize some detail that 
they should) or have preconceptions or stereotypes that preclude a recognition of a 
problem. Adams suggests avoiding these blocks by employing a variety of viewpoints 
and perspectives, and perhaps using various (rather than one) modalities or means 
of representing the situation (and potential problem).

Cultural blocks often keep us from thinking in a fashion that will allow creative 
insight. Cultural values or traditions may keep an adult from playing, for example, 
or from employing humor and play to solve problems. (Anyone ever told you to “get 
serious” because “this is serious!”?) Culture leads us to avoid taboos and to act only 
in proscribed ways. Adults may be questioned if they fantasize, for example, or break 
stereotypes. A good example of the latter involves sex roles. Men are supposed to act 
like men, and women like women, but this can constrain thought such that a man 
cannot see solutions to problems if they involve a stereotypically feminine perspec-
tive or behavior. Supposedly men are independent (Bem 1986), but what if a problem 
requires a social solution? Women are often caring and relational, but what if a 
problem can be solved easily with an autonomous or competitive route? The point 
here is that sex roles are defi ned by culture and can actually block our thinking about 
problems and solutions.



Environmental blocks may involve the physical environment (McCoy 2002) or 
people we encounter. Our coworkers and peers, for example, may distract us or lead 
us astray (i.e., away from a fruitful line of thought). Our supervisors may be auto-
cratic, and this can be a big problem for creativity because it often involves an inde-
pendence of thought. A great deal of work within organizations and businesses has 
confi rmed the possible inhibitive effects of people, their expectations, and the context. 
Any kind of distraction, or pressure communicated via expectations, can inhibit our 
creative thinking.

Emotional blocks may result from risk-aversion, lack of confi dence, fear of 
making mistakes, an intolerance of ambiguity, or impatience. Sometimes it is risky 
to invest one’s time into an original idea or subject, or risky to share it with others. 
They may think you are a few bubbles off plumb! Sometimes creative things develop 
from ambiguous situations, and sometimes they take time to incubate. Time and a 
willingness to incubate can be quite important. In each of these cases, the problem 
is that an emotional reaction occurs (e.g., discomfort, aversion, or fear), and this in 
turn keeps the individual from pursuing creative work. It is for reasons like these 
that at least one theory emphasizes the ego-strength that is necessary for creative 
thinking (i.e., “personal creativity,” Chapter 9). Ego strength represents the where-
withal and confi dence that allows the individual to take risks, tolerate ambiguity, and 
stand up to pressures to conform.

Intellectual and expressive blocks often occur because the individual approaches 
a problem from only one perspective. Cognitive fl exibility would be a great help, 
especially if the problem is represented in one medium (e.g., it is written, or drawn), 
but in actuality it is more easily or more creatively solved when represented in a dif-
ferent domain. Everyone probably has had experiences where they needed to change 
how a problem was represented. Perhaps it was a word problem in mathematics that 
needed to be represented in numbers to be solved. Perhaps you may have found the 
benefi ts of sketching, for it can take a problem represented in one form (e.g., words 
or numbers) and put it all into one holistic representation. Some of the benefi t may 
actually be in the shift itself. Shifting perspectives or representations sometimes 
seems to dislodge thought or suggest alternatives. Tactics are especially useful when 
faced with an intellectual or expressive block (Adams 1974). It is also useful to insure 
that you have correct information for the problem at hand (avoid “garbage in, garbage 
out”), and that you retain (i.e., record) what you might need as you do your research 
or prepare. No wonder Epstein (1996), Skinner (1985), and others have recommended 
carrying a notebook or tape recorder. As Epstein put it, ideas are “fl eeting,” and even 
if you have plenty of them, you must be sure to record them so they will be available 
when you need them.

Most of these blocks lead directly to tactics for creative problem solving. It is 
sometimes just a matter of avoiding the blocks! Adams (1986) did also suggest that 
individuals hold a “questioning attitude.” Very likely, assumptions are among the 
most important things to question. They often lead us away from original insights 
and toward routine. Adams (1986) suggests that the individual always double-checks 
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that he or she is working on the right problem, perhaps postponing judgment until 
there is a suffi cient number of ideas (read about brainstorming in Chapter 5) and 
considers directed fantasy or a playful stance. Try approaching problems using more 
than one sensory modality and more than one medium. Next time you have a 
problem, try to sketch it out, or sing a song about it.

COMPETITION

Organizations are often competitive. They often compete with one another (for 
a “market share”) or reward employees in such a manner as to create internal com-
petition. Is competition good for creativity? There are two opposing views about 
competition and creativity. It is easy to guess what they are: for some individuals, 
competition stimulates creativity (Micklus & Micklus 1994), and for others competi-
tion can inhibit creativity.

The Beatles seemed to have benefi ted from competition. They competed both 
among themselves, and with other groups, most notably the Beach Boys. John 
Lennon acknowledged this when he said “there was a little competition between Paul 
and me as to who got the A side, who got the hit singles. If you notice, in the early 
days, the majority of singles in the movies and everything were mine” (quoted by 
Clydesdale 2006 p. 10). Paul McCartney also recognized this when he said “he’d 
write ‘Strawberry Fields,’ I’d go away and write ‘Pennylane.’ If I would write ‘I’m 
Down,’ he’d go away and write something similar to that, you know, to compete with 
each other.  .  .  .  It was very friendly competition because we were both going to share 
the rewards anyway” (Clydesdale 2006, p. 10). The manager of the Beatles, George 
Martin, felt that competition within the group was, as he put it, “the essential thing 
that made them work so well” (Clydesdale 2006, p. 11).

Competition can inhibit creativity because it is extrinsic. It can, in this sense, 
distract the potential creator. The likelihood of distraction is probably dependent 
upon the individual’s personality, and in particular his or her introversion and 
achievement motivation.

Micklus and Micklus (1994) describe a sizable program called the Odyssey of 
the Mind, which is a competition specifi cally for creative problem solving. The 
Odyssey of the Mind program is well attended so obviously many people believe that 
competition does indeed stimulate creativity. Micklus and Micklus pointed out that 
competition is a part of the natural world. Many businesses, including those empha-
sizing innovation, and many other organizations that are inherently creative (Micklus 
& Micklus name NASA, for example) compete in many ways. Grants are often com-
petitive and positions within the hierarchy of an organization tend to be competitive. 
In some ways the dictum, “necessity is the mother of invention,” is consistent with 
the idea that competition stimulates creativity. Individual cases should be treated 
only as illustrations, and never as hard evidence, but there is a case that nicely illus-
trates the possibility that competition will stimulate creativity. I am referring to the 
story of the double helix, told by the Nobel Laureate James Watson. His work with 



Francis Crick on the discovery of the structure of DNA was clearly motivated by 
competition. In particular, Watson and Crick competed with Linus Pauling. This 
case does bring up the possibility that competition may be the label given for motives, 
whereas in fact, the motivation does not result from the desire to beat out other 
individuals so much as it does for the kind of achievement motivation that is tied to 
success. In other words, someone may be motivated to achieve and accomplish some-
thing, and the only way they can accomplish it is to beat out others who are trying 
to do the same thing. In Watson’s case, the prize was the Nobel award. Zuckermann 
(1977) described a large number of Nobel laureates. What may be clearest in her 
work is the role of mentoring. Creative individuals tended to seek out the best 
mentors.

ENHANCEMENT IN THE CLASSROOM

Just as there are techniques and programs that are specifi cally designed for the 
organizational settings, so too can specifi c things be done in the classroom. Runco 
(1991c) listed the following:

• Be explicit. Tell students that creativity is a good thing, and tell them how to fi nd 
creative ideas. Explicit instructions are just that—explicit directions about the task 
at hand, the best strategy to use with the task at hand, and perhaps some clue as 
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Box 10.7
A General Climate for Creativity

One of the best examples of the interdisciplinary nature of creative studies 
involves the concept of a general climate for creative efforts. This climate is 
general (and interdisciplinary) in that it contributes to creativity in organiza-
tions, schools, clinical settings, and even the home.

Harrington et al. (1987), for example, drew from Carl Rogers’ theory of 
creativity and pointed to the following key features of a creative climate: psy-
chological safety, psychological freedom, openness to experience, an internal 
locus of evaluation, and the toying with elements and concepts. They demon-
strated that child-rearing, which respected these, was associated with adoles-
cent creative potential. Dacey (1989a) found much the same: Parents in his 
study did not prescribe rules but instead discussed and modeled creative 
problem solving. These parents almost never used conventional punishment 
and their own reactions seemed to have an impact on the children. They 
enjoyed “fooling around” and there were many opportunities for actual crea-
tive action.



358 1 0  �  E N H A N C E M E N T  A N D  T H E  F U L F I L L M E N T  O F  P O T E N T I A L

to the criteria used to judge success on the task. Explicit instructions have been 
used with many different kinds of creativity tests, including tests of divergent 
thinking and insight, and tend to elicit more ideas and more original ideas 
than inexplicit instructions. Moreover, they work well with gifted and nongifted 
children alike.

• Target both originality and fl exibility. Creative things are always original, and 
originality can be easily explained, even to young children (“what your friends are 
not doing”). Flexibility seems to be the least frequently recognized index of crea-
tive thinking, but it is very important, especially for creative problem solving, 
because it precludes rigidity and functional fi xity (the tendency to remain in a rut 
and see a problem from only one perspective). Explicit instructions can target 
fl exibility, as well as originality or fl uency.

• Do not rely on tasks or assignments for which there are clearly defi ned solutions. 
It is easy to plan a curriculum when the teacher knows all the correct answers, 
and this kind of convergent thinking has its place, strengthening problem solving 
and the like. Open-ended, divergent thinking kinds of tasks also should be used. 
There is more fun, more surprise, and more creativity in divergent thinking than 
in predictable problem solving. This may seem extremely obvious, but educators 
should take a close look at their curricula: How much of it is truly open-ended?

• Consider beginning with tasks that have the fewest demands and constraints, and 
only later move to more realistic but more constrained tasks. The so-called stand-
ard divergent thinking task, which asks questions like “name square things” and 
“list uses for a brick,” are artifi cial but extremely open-ended. Only gradually 
should the more demanding tasks (e.g., those concerning work or school) be used. 
This allows for a kind of fading, or gradual and smooth learning. This progression 
should contribute to the generalization of the learning across tasks and settings.

• Target transformational thinking. Guilford and Michael (Michael 1999) pointed 
to transformations as most critical for creativity. Children need to make changes, 
consider alternatives. Metaphors, similes, and analogies are useful in this regard.

• Challenge students, but only optimally. This follows from the research on optima 
(e.g., Runco & Sakamoto 1996; Toplyn & Maquire 1991) as well as theories of 
development (Piaget 1976; Vygotsky 1997).

• Use intrinsic interests. Students may not be all that thrilled by presented problems. 
They should be allowed to identify, defi ne, and redefi ne assignments and tasks for 
themselves. Educators should devote attention specifi cally to presolution planning 
and attempt to convey the idea that problem identifi cation and problem defi nition 
are as important as problem solving.

• Do not rush. Time is needed for creative work. Educators should give suffi cient 
time for students to fi nd original insights.

• Educators need to be creative themselves. They are models for their children. 
They need to think divergently, keep an open mind, experiment, and so on.

• Educators should also consider immunizing children against the potentially 
harmful effects of extrinsic motivation and incentives (Hennessey 1994). This is 



an important possibility, given the role of intrinsic motivation in many creative 
performances. Other suggestions are provided in Chapters 5 and 9.

CREATIVITY AND EDUCATION OF OLDER ADULTS

Torrance et al. (1989) focused on strategies for older adults. Their view was that 
“retirement provides a wonderful opportunity to discover or rediscover  .  .  .  creative 
abilities and talents” (p. 124). They further suggested that “the older adult has many 
of the necessary qualities for creativity: Time, accumulated experience, knowledge, 
skills, and wisdom” (p. 124). They suggested, fi rst, “don’t be afraid to fall in love with 
something.” Here they were acknowledging that creativity often results when an 
individual is intensely and passionately involved with some activity. They specifi cally 
noted the motivational benefi ts that may be involved when someone is in love with 
something. Second, they suggested a whole category of cognitive activities, including 
“know, understand, take pride in, practice, develop, use, exploit, and enjoy your 
greatest strength” (p. 124). Next, they suggested “Learn to free yourself from expec-
tations of others and walk away from the games they impose upon you” (p. 124). This 
is almost a contrarian strategy, but may best be viewed as simply healthy noncon-
formity. Fourth, and fi nally, Torrance et al. suggested “don’t waste a lot of expensive, 
unproductive energy trying to be well rounded.” Here again they were suggesting 
that an individual utilize his or her own strengths. This last idea is contrary to the 
explicit suggestion of Root-Bernstein (1999) and his polymath approach, whereby 
individuals do indeed study various areas and thereby fi nd analogies and useful 
contradictions.

Torrance et al. (1989) offered suggestions specifi cally for older adults because 
creativity is conducive to health. This notion is well supported in Chapter 4 (see also 
Langer 1989; Pennebaker 1997; Runco & Richards 1997). Langer’s (1989) suggestions 
for encouraging mindfulness also lead directly to improved creativity and health.

Many of these ideas are consistent with B. F. Skinner’s (1983) ideas for “intel-
lectual self-management in old age” and for enjoying old age. The key here is in one’s 
choice of environments. Skinner suggested that as individuals grow older they are 
less sensitive to environmental cues, support, and information (including sensory 
information) and they should therefore exaggerate certain aspects of the environment 
to compensate. This is very consistent with all the Operant philosophy, at least in 
the sense that the environment supports behavior. Skinner gave very simple exam-
ples, such as turning up the volume of a stereo when one’s hearing begins to fail and 
writing things down when one’s memory appears to work less effi ciently. Torrance 
et al. (1989) suggested much the same for the elderly and proposed “to facilitate 
healthy growth, it is necessary that the environment somehow encourage the com-
munication of ideas and discoveries. While a stimulating environment may be impor-
tant, a responsive environment is equally or more important” (p. 125). It may boil 
down to having the optimal environment—one that is stimulating, but not so stimu-
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lating that it is stressful or impossible to cope. Vygotsky’s ideas of the zone of proxi-
mal development capture this idea of optimal environments, though he was thinking 
of development during childhood and the issue here is late adulthood.

Note that this discussion of how to best use environments is a reminder of the 
need both to do certain things but also to avoid certain things (blocks, barriers, or 
nonsupportive environments).

TACTICS SPECIFICALLY FOR DISCOVERY

Discovery is sometimes creative. It may be best to view creativity as one kind of 
discovery, or perhaps one part of the discovery process. The distinction between 
discovery and creativity is explored further in the concluding chapter to this text-
book. What is useful here is the idea that there are tactics that are particularly useful 
for discovery. Root-Bernstein’s (1989) extensive studies suggested the following 
tactics used by discovers:

 (1) Train oneself widely.
 (2) Obtain direct experience rather than vicarious.
 (3) “Be different but not so different that no one takes you seriously.”
 (4) Court serendipity.
 (5) Emulate the masters.
 (6) Utilize trial and error. Recall here what Linus Pauling said: “Just have lots of 

ideas and throw away the bad ones.”
 (7) Do what makes your heart leap. That, of course, parallels Torrance’s idea of 

falling in love with something, the idea being that you need to invest a great 
deal of time in something in order to do a good job with it, and in order to 
invest a great deal of time and give something your full attention, you must 
really like doing it.

 (8) Think big. Root-Bernstein believes that something must have “suffi cient facets 
and ramifi cations.” He also ties in to problem fi nding and quoted Peter Medarwar, 
who argued that “any scientist of any age who wants to make important discov-
eries must study important problems.”

 (9) Keep in mind that importance of problem and solution are not dependent on 
the diffi culty.

(10) Recognize the importance of good problems, and the idea that you should take 
care with problem fi nding and problem defi nition.

(11) “Dare to explore where there is no light.”
(12) Recognize that novelty is a rich source of creativity. This, of course, is a con-

trarian idea.
(13) Renew old knowledge. This, of course, is interesting because it is contrary to 

contrarian strategies.
(14) Challenge expectation.
(15) Find a contradiction between theory and data.



(16) Utilize error but not confusion. The utilization of errors was also suggested by 
Skinner and his case study of the scientifi c method.

(17) “Be sloppy enough that something unexpected happens, but not so sloppy that 
you can’t tell what happened.”

(18) Pay attention to things that don’t make sense, especially paradoxes.
(19) As Rudberstein summarized, “embrace contradiction.” All data are valid, so if 

you fi nd something that you don’t understand but it is based on data, look care-
fully to make sure you understand it.

(20) Create paradoxes, in part by going to the opposite extreme.
(21) Ignore the obvious and check assumptions.
(22) Recognize anomalies.
(23) Never try to solve a problem until you can guess the answer.
(24) Speculate.
(25) Utilize self-criticism.
(26) Consider things that are thought to be impossible.
(27) Consider things that are thought to be crazy.
(28) Use precision to stimulate imagination. As Root-Bernstein (1989) put it, “the 

wilder the ideas you wish to propose, the better they must be anchored by the 
accepted techniques of science” (p. 415).

(29) Try to expose the existence of new phenomena rather than confi rming already 
proposed phenomena.

(30) Vary conditions over a very wide range. This seems like another way of saying 
experiment to the extreme.

(31) Turn it on its head.
(32) Synthesize by diverse research.
(33) Recognize what Root-Bernstein called the novice effect: Ignorance is bliss. This 

makes sense in that someone lacking experience may very well lack assumptions; 
at the same time, they may reinvent the wheel.

(34) Do your own experience with your own hands.
(35) Convince yourself and then attempt to convince others.
(36) Seek simplicity. This, of course, is just a matter of parsimony.
(37) Explore combinations rather than looking for individual items, factors, or 

variables.
(38) Work for a thorough understanding of relevant principals.
(39) Seek beauty and appreciate aesthetics.
(40) “If the data don’t fi t the theory, ignore the data.”
(41) “Not all data supporting the theory are to be believed.”
(42) Use theories that account for all data, but also recognize “boundary conditions” 

for deciding which data are relevant.

These show how creativity sometimes plays a role in discovery, and how they 
also may differ. Root-Bernstein (1989) suggested that an individual be widely trained, 
for example, whereas Torrance (2002) said exactly the opposite (don’t try to be well 
rounded). Then there is the novice effect. Is it good to be a novice, or should you 
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have a great deal of expertise and collect plenty of data? The third suggestion is very 
much like Barron’s “Dare to be a radical but don’t be a damn fool.” “Emulate the 
masters” but not entirely. There is an optimal level of similarity in mentor relation-
ships. Students should not be exactly like a mentor or they may not do original things 
(Simonton 1990).

Hated Inventions

Less seriously, but perhaps more typical of everyday creativity, is the list of the 
Most Hated Inventions of All Time.

“We hate them. But we need them. They drive us nuts. But we can’t live without 
them. We are talking about the top three most hated inventions.  .  .  .” (The Top 3 
Most Hated Inventions, http://channels.netscape.com/ns/tech/package.jsp?name=fte/
hatedinventions/hatedinventions). These are:

(1) Cell phones
(2) Alarm clocks
(3) Television

This list is based on an annual survey from no less than the Massachusetts 
Institute of Technology. It uses something called the Lemelson-MIT Invention 
Index. In 2004 the survey was administered to 1023 adults and 500 adolescents. More 
than 30 percent listed the cell phone as “the most hated, must-have invention.” Yes, 
it is a “must have.” The alarm clock was cited by 25 percent and the TV at 23 percent. 
These fi gures might have changed if the survey asked merely about “most hated” and 
did not require “must have.” Perhaps one of these others from the MIT survey would 
have topped the list:

• Shaving razors
• Microwave ovens
• Coffee pots
• Computers
• Vacuum cleaners

Ninety-fi ve percent of the same sample agreed that inventions made all our lives 
easier. Adolescents pointed to voicemail and e-mail in this regard, whereas adults 
cited credit and debit cards.

TECHNIQUES FOR INVENTION

Invention involves some creativity, but these two concepts are not synonymous. 
Their relationship is explored in the last chapter of this book. For the present pur-
poses it is adequate to view invention as one kind of creative process, with some 
product (rather than simply self-expression or day-to-day problem solving) as the 
result.



Box 10.8
When Technology Bites Back

Many creative insights have resulted from technological improvement. After 
the lens was invented, for example, theories of astronomy and physiology 
fl ourished. Technology does not always help; tools and technologies can facili-
tate creativity in many ways, but they sometimes backfi re. Tenner (1996) out-
lined many examples where inventions had detrimental effects. McLaren 
(1993) and Stein (1993) did much the same, citing atomics and genetics. As a 
matter of fact, an invention does not need to have an undesirable feature to 
cause problems. This is because stress can be a reaction to good or bad events 
(Holmes & Rahe 1967). Measures of stress (“events” measures) recognize that 
people tend to experience stress when they have money problems or interper-
sonal problems (e.g., divorce), but they also recognize stress with seemingly 
pleasant events (e.g., weddings, vacations, holidays). Stress is a failure to adapt, 
and both good and bad things require adaptation. As we shall see in the dis-
cussion on health (see Chapter 4), creative skills help people to adapt, but the 
point here is that all technological advance is potentially stressful. Harm does 
not result only from evil inventions and things that “bite back” (Tenner’s 1996 
book is titled, Why Things Bite Back).

New technologies do not always improve the creativity of artworks and 
other products. Consider the digitizing and colorizing of movies. It has been 
said that certain reformatting has diminished the creativity of movies such as 
Peter O’Toole’s Lawrence of Arabia. When it was reformatted much of the 
desert, and therefore visual appeal, was lost. CDs make it much easier to store 
and listen to music, but they do not have the dynamic range of good old vinyl 
(albums). Something is lost, something is gained.
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Weber (1992) focused on the invention of the Swiss Army knife. His analysis 
suggests that the following tactics were relevant and may have been used: assemble 
components or parts for complexity; repeat or duplicate a feature (e.g., blades); add, 
rearrange, or delete a feature; bring independent inventions together; change the 
scale of the parts or whole; and fi nd ideas in the natural world. He also described 
how similar tactics might have been used with the invention of the chair. Both the 
Swiss Army knife and the chair are interesting to consider because they are not fre-
quently viewed as world-changing inventions. We take them for granted—especially 
the chair. But everyday objects must also be invented! There is creativity in the 
paperclip, the pencil, and dental fl oss.

The idea of modifying components is compatible with an older method called 
attribute listing (Crawford 1954) and with Osborn’s (1963) 73 “idea spurring ques-
tions.” Attribute listing requires that the critical components of some product are 
identifi ed and then systematically altered. The attribute might, for example, be 
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softened, hardened, colored, or its shape changed. Things can be added or taken 
away. Davis (1973) and Mayer (1983) both explored attribute in some detail. Osborn’s 
idea spurring questions include the following: What can be added? Can it be used 
in a new way? How can these be combined?

Weber and Perkins (1992) focused on search strategies for creative invention. 
These are used to fi nd useful information and identify good options. Perkins and 
Weber listed these search strategies:

• Sheer chance (“an active searcher poking into all sorts of matters”)
• Cultivating chance (“searcher deliberately exposes him- or herself to wide semi-

random input”)
• Systematized chance (“systematic survey of a sizable number of possibilities within 

a defi ned set”)
• Fair bet (“prototypes a possibility with reasonable expectations that it will serve 

with modifi cations”)
• Good bet (“prototypes from principle and experience”)
• Safe bet (“derives by formal methods something that almost certainly will work”) 

(pp. 321–322)

Logstin (1993), an aerospace engineer, pointed to six specifi c strategies: taking 
a fresh look at interactions, restating the problem, visualizing fruitful analogies, 
searching for useful order of magnitude changes, staying alert to happy serendipity, 
and breaking your problem apart and putting it back together. For the fi rst strategy, 
which focuses on interactions, Logstin gave the example of lunar astronauts who 
were in groups of three but then broke into a dyad for the actual lunar landing. In 
a sense, this is a kind of questioning of assumptions. Logstin pointed to prisons and 
the penal system as containing problems that might be solved with his fresh interac-
tion strategies. He notes, for example, how the labor intensity might be minimized 
by delivering meals and the like through conveyor belts. Here again you see his 
engineering background. The order of magnitude changes are similar to what was 
labeled “level of analysis” earlier, with Thomas Edison given as an example. Instead 
of inventing specifi c things, like the light bulb, Edison decided to invent a mechanism 
by which things could be invented. The mechanism was the invention laboratory, 
which was indeed incredibly successful.

The Tactics of Thomas Edison

Thomas Edison was very strategic in his work. Burke (1995) identifi ed the rules 
that Edison used. There were six such rules: defi ne the need, set a clear goal 
and stick to it, analyze the process and stages involved, assess objectively the 
progress, keep each team member on task, and record the work for possible 
examination at a later time. This is interesting because it suggests that there 
were rules and perhaps tactics involved, and it also helps to distinguish between 
Edison’s focus, which was innovation and invention, and not creativity.



TRIZ

There is also a model called TRIZ (taken from a Russian phrase), which details 
an even larger number of tactics for invention. Tate and Domb (1997) summarized 
40 of these “principles” (see also Altshuller 1986; Savransky 2000):

Principle 1. Segmentation Divide an object into separate parts. Examples include: 
personal computers instead of a mainframe, divided window blinds instead of one 
large window covering, and small delivery trucks instead of a large fuel-ineffi cient 
truck (Tate & Domb, 1997).

Principle 2. Removal Remove any part that interferes or single out the one vital 
part. For example, the important part of a watchdog may be the bark, and this can 
be reproduced electronically. 

Principle 3. Local quality Restructure from uniform to nonuniform. Insure that 
each part of an object fulfi lls a unique function. Examples include: erasers on 
pencils and nail pullers on hammers.

Principle 4. Asymmetry Alter the shape of objects (e.g., symmetrical to asymmetri-
cal). Asymmetrical objects may improve if the degree of asymmetry is increased.

Principle 5. Merge Bring similar or identical objects together. Bring operations 
together in time, or make them parallel or contiguous. Examples: Lawnmowers 
that cut and mulch, parallel processing computers, computer chips mounted on 
each side of a circuit board. 

Principle 6. Universality Design things that have several functions; other objects 
thus become unnecessary and can be eliminated. A toothbrush handle may contain 
the toothpaste, for example, or a child’s stroller can also be used as a car safety seat.

Principle 7. Nesting Put small things inside larger things. Luggage sets, for instance, 
are often sold or stored this way, as are measuring cups and of course Russian dolls. 
Jets often have retractable landing gear.

Principle 8. Antiweight Merge objects to compensate or better distribute weight. 
A foaming agent can be injected into logs to insure that they fl oat, for example, 
and helium balloons can be used to lift advertising posters. 

Principle 9. Preliminary antiaction Any motion or action that has both useful and 
harmful and useful results might be replaced with “antiactions” which control the 
harm. Buffers in medicine and high pH substances exemplify this. An object can 
be prepared or pre-stressed such that it will oppose later unwanted stress The rebar 
used in concrete does this sort of thing. Also consider the lead aprons used to 
protect humans from X-rays, or even masking before painting.

Principle 10. Preliminary action Prepare an object, apply something when it is 
still easy to do. Wall paper is sometimes pre-pasted, for instance, and surgical 
instruments are always sterilized. Objects can also be arranged before the work to 
make that work more effi cient (e.g., Kanban arrangements in a Just-In-Time 
factory).

Principle 11. Cushion beforehand If actions or objects are unreliable, prepare for 
their unwanted results before doing or using them. A reserve or “back-up” para-
chute is a good idea, especially given the potential results of an unreliable primary 
parachute. 
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Principle 12. Equipotentiality Limit changes of position to make actions or objects 
more effi cient. The locks in the Panama Canal show this, as do many springloaded 
deliveries in some factories.

Principle 13. Invert Start with the inside instead of the outside, or the top instead 
of the bottom. Instead of rotating a tool, rotate the object to which it is connected. 
Move the sidewalk, not the pedestrians. 

Principle 14. Curvature and spheroidality Use curvilinear tools, forms, or parts 
instead of rectilinear ones. Arches and domes are often used in architecture. 
Weightlifting may be more effective with a spiral gear, for this provides continuous 
resistance. There is also often a benefi t to the use of rotary motion instead of linear 
(e.g., the rotary engine, a ball point pen, and even the punch or block of martial artists), 
or sometimes centrifugal forces are best (e.g., spin cycle in a clothes washer).

Principle 15. Dynamics Environments or objects may fi nd their own optimal shape 
and motion if allowed to do so. Consider a seat with adjustable back support, for 
example. It may help along these lines to alter a rigid object so it is fl exible (e.g., 
the boroscope for examinations of engines or the sigmoidoscope for medical 
examinations). 

Principle 16. Partial or exaggerated action It is diffi cult to accomplish 100% of 
an action in one attempt; break it down into several attempts. Alternatively, exag-
gerate, as is done with overspraying when painting (then removing the excess 
afterwards). 

Principle 17. Consider other dimensions Cutting tools sometimes now have fi ve 
axes and thereby position easily, as needed. Computer chips can be mounted on 
both sides of a circuit board. 

Principle 18. Mechanical vibration Vibration or oscillation sometimes has benefi ts 
and should be applied. The electric carving knife is a very clear example of this, 
and induction furnaces are sometimes used to mix alloys. Sometimes the trick is 
to increase the frequency of the movement. 

Principle 19. Periodic action Pulsating action sometimes works better than con-
tinuous action. Don’t force it—use a hammer! Sirens are best when they pulsate, 
and CPR requires a particular ratio of chest compressions to breaths. Again, 
sometimes the trick is to change the period or frequency of the pulsation.

Principle 20. Continuity of useful action Continuous action might be best. All 
parts in an instrument might best work simultaneously. Think about the printing 
of certain computer printers (e.g., dot matrix); they print in both directions. 
Another example: The fl ywheel in some vehicles stores energy even when the 
vehicle is not moving.

Principle 21. Skip something Avoid unwanted effects. Plastic might be deformed 
by heat while cutting, so it must be cut fast, before the heat builds. Similarly, a 
dentist’s drill is super fast and this precludes burning tissue.

Principle 22. Look at the “blessing in disguise” If you have lemons, make lem-
onade. Waste might be used to generate electric power. Recycle scraps or waste, 
or fertilize with it. Firefi ghters sometimes build fi res to keep existing fi res from 
spreading.



Principle 23. Feedback Use feedback or crosscheck. Audio circuits now often 
include an automatic control for volume, and jet autopilots use signals from 
gyrocompasses. 

Principle 24. Intermediary objects or actions The nailset used by carpenters 
(between a hammer and nail) is an intermediary object. A pot holder is used 
between a hot dish and sensitive hands. 

Principle 25. Self-Service Utilize the process itself, or its side effects, to make the 
process more effi cient. Animal waste can be used as fertilizer, for example, which 
then stimulates the growth of the plants the animals can eat. Compost uses old 
plants to grow new ones.

Principle 26. Copies or variations Find an inexpensive or easier alternative. Virtual 
tours are often less expensive than real ones, for example, and sometimes you can 
measure an object from its photograph or computer image instead of buying the 
object or visiting the site. Sonograms exemplify this principle as well.

Principle 27. Inexpensive or short-lived alternatives Many paper products, such 
as paper plates, or plastic products, such as plastic cups, are ideal because there is 
no need for longevity. Medical supplies are sometimes disposable, as are diapers. 

Principle 28. Physical or mechanical substitution Physical or mechanical objects 
are often unnecessary. Instead of an actual fence, for example, a dog may be kept 
in a yard with an acoustic boundary. Odors are added to gas so leaks are obvious; 
no mechanical or electronic sensory is needed. In both cases, physical or mechani-
cal objects are replaced with sensory ones.

Principle 29. Hydraulics and pneumatics Liquids and gases can sometimes be used 
more easily or effi ciently than solids. Shoes, for example, now sometimes rely on 
soft gel inserts or soles.

Principle 30. Thin fi lms or fl exible shells Three-dimensional objects may be 
cumbersome and replaced with thin fi lms or fl exible shells. Reservoirs, for instance, 
can be protected from weather by fl oating a fi lm on them. Same for athletic courts 
of various kinds.

Principle 31. Porous materials Solids may also be replaced with porous material. 
In fact, some objects can be made less expensively if they are porous (less material 
is used), and objects are usually lighter if they have holes in them. Drill holes!

Principle 32. Change color or lighting Lighting and color changes can improve 
many things for effi ciency or other ends. Consider in this regard how darkrooms 
and submarines use special lights.

Principle 33. Homogeneity There are occasional benefi ts to maintaining sub-
stances or bases. Certain containers, for instance, have been made out of the same 
materials they contain, thereby minimizing unwanted chemical reactions. Diamond 
cutters are sometimes made of diamonds, as well. 

Principle 34. Recover and discard Once an object or material has fulfi lled its func-
tion, it might be best to discard it, as is the case with capsules which dissolve for 
the ingestion of medicine. A temporary dam can be made of ice, and then allowed 
to melt when the dam is no longer necessary. Alternatively, there may be a need 
for recovery of function or structure, as implied by lawn mower blades that 
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sharpen themselves or cars that are “tuned up” any time they operate. No wonder 
these vehicles can go 100,000 miles or more without a professional tune-up.

Principle 35. Change parameters There are frequent benefi ts to physical or chemi-
cal changes, gas to liquid, liquid to solid, and so on. Gases transported in liquid 
form, for example, require less volume. The consistency or concentration of sub-
stances can also lead to benefi ts. Rubber is more durable and fl exible after 
vulcanization.

Principle 36. Phase transitions Phase transitions can generate energy or cause 
useful physical changes. Pumps may run on the energy of condensation or vapor-
ization, for instance.

Principle 37. Thermal contraction or expansion Parts might fi t better after 
thermal contraction or expansion. They might be heated or cooled, then inserted 
or placed, and then allowed to contract or expand for a good fi t.

Principle 38. Oxidation and oxidants Some SCUBA divers use certain mixtures 
for diving at certain depths or extended periods. Pure oxygen is used with acety-
lene torches, and many medical situations benefi t from the administration of 
oxygen. Some air cleaners collect pollutants with ionized air.

Principle 39. Inert atmospheres Work is sometimes easier if substances contain 
both active ingredients and inert ingredients. They may be easier to handle, 
measure, or manipulate. Consider detergents or medicines.

Principle 40. Composite materials Composites improve golf scores immensely 
(except those of the author). Jets and airplanes are stronger and yet lighter with 
composites, as are surfboards (which are now very rarely wooden).

ANALYSES OF ENHANCEMENT EFFORTS

There have been a very large number of attempts to train or enhance creativity. 
There have been so many studies that a number of review papers have been published 
that do not report any new data but merely summarize and compile fi ndings from 
the large number of earlier studies. These are very important because so many of 
the tactics identifi ed and suggested earlier are based almost entirely on biographical 
reports and case studies. They might, then, not have much generality but only work 
for some people, some of the time. That is not such a bad thing, as long as everyone 
has tactics they can employ when they need to do so.

Nearly 35 years ago, Torrance (1972) found 103 studies designed to enhance 
creativity, which used his own Torrance Tests of Creative Thinking (TTCT). His 
analyses indicated that, of the nine different enhancement programs, the Osborn-
Parnes Problem Solving approach (which emphasizes brainstorming) was the most 
effective. A few years later, Mansfi eld et al. (1978) compared six different approaches 
to enhancement: (1) the Osborn-Parnes techniques (e.g., brainstorming), (2) the 
Productive Thinking Program, which emphasizes both convergent and divergent 
thinking, (3) an audiotape and print program called the Purdue Creative Thinking 
Program, (4) a perceptual approach, presented in workbooks that were designed by 
Myers and Torrance, (5) Khatena’s Training approach, which targets analogies, 



transposition, synthesis, breaking away from the obvious, and restructuring, and (6) 
Synectics, which is best known for its focus on “making the strange familiar and 
making the familiar strange.” Mansfi eld et al. concluded that “most evaluation studies 
of creativity training programs seem to support the view that creativity can be 
trained” (p. 531). Very importantly, they also pointed out that evidence for generali-
zation and maintenance of effect (to other tasks or the natural environment) was 
weak at best.

There have been so many studies of the enhancement of creativity that meta-
analyses have also been conducted. A meta-analysis uses results from individual 
studies as data. In what was probably the fi rst meta-analysis of creativity enhance-
ment, Rose and Lin (1984) examined investigations that have used the Torrance Tests 
of Creative Thinking as the criteria of success or training effectiveness. They catego-
rized enhancement efforts as one of the following:

• Parnes-Osborn Creative Problem-Solving Program (or an adaption of it)
• Covington’s Productive Thinking Program
• The Purdue Creative Thinking Program
• Multiple-components programs
• School programs
• Kinesthetic, dramatic, or Transcendental Meditation efforts

The average overall effect size was .47. There were differences in that the effects 
were clearer and more profound when the criterion was verbal rather than visual or 
fi gural, but of course this makes sense given the nature of the enhancement efforts. The 
actual enhancement interventions were largely verbal. The most dramatic effects were 
apparent in the Parnes-Osborn programs (eta = .63). This is a respectable effect size.
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Meta-analysis

Meta-analysis uses the statistical results of previous research as data. A meta-
analysis is, then, an analysis of previous analyses. Simplifying some, statistical 
results of previous studies are standardized and then averaged. The result of 
the meta-analysis is an effect size.

Effect size is the statistical result of a meta-analysis. Usually, an effect size 
of .80 or higher is a large effect and .50 is moderate (Cohen 1977). An effect 
size of .20 is small. The effect size (often “eta”) indicates the average impact of 
training across all previous studies. The previous studies may be of various sorts. 
The individual effects are standardized and then compared and averaged. The 
individual effects originally may be in the form of means and standard devia-
tions from control and experimental groups or from pretreatment and post-
treatment, or they may be originally in the form of a statistic, such as an F test, 
t-ratio, or z-score. Each of these can be converted into a standard effect size, 
which is then averaged in the meta-analysis. Details are given by Cohen (1977), 
Cooper and Hedges (1994, pp. 232–239), and Wortman and Bryant (1985).



370 1 0  �  E N H A N C E M E N T  A N D  T H E  F U L F I L L M E N T  O F  P O T E N T I A L

These results do not necessarily imply that only verbal creativity is sensitive to 
training. As a matter of fact, Moga, Burger, Hetland, and Winner (2000) conducted 
a meta-analysis that uncovered a signifi cant correlation between art study and fi gural 
creativity. There was no impact on the measures of verbal creativity.

Swanson and Hoskyn (1998) also reported a meta-analysis of enhancement 
efforts but they included only previous studies, which attempted to facilitate the 
creativity of learning-disabled persons. Their results indicated that the average effect 
size in this population was comparable to that reported earlier, for other populations. 
Eta was again approximately .70. Swanson and Hoskyn had very few studies (only 
three) in their meta-analysis, but what is more important is how many criterion 
variables are involved. One study can produce more than one effect if it has more 
than one criterion. If a study measures the impact of enhancement on divergent 
thinking, for example, there might be a result for ideational fl uency, and another for 
ideational fl exibility, and yet another for ideational originality, three effects that can 
be included in a meta-analysis, all from one study. Swanson and Hoskyn had 11 
results or effects in their meta-analysis.

Unfortunately, most of these meta-analyses use different categories when com-
piling the previous effects. This makes it diffi cult to compare them. One of the most 
recent meta-analyses simplifi ed the categories and offered what are probably the 
clearest conclusions. Scott et al. (2004a) used only four categories. These targeted 
one of the following for enhancement: (1) divergent thinking (e.g., fl uency, fl exibility, 
elaboration, and originality), (2) problem solving (emphasizing actual solutions to 
problems), (3) production and actual performance, or (4) attitudinal improvement. 
The resulting overall effect size obtained was .68, but there was quite a bit of varia-
tion, implied by a standard deviation of .65. Scott et al. (2004b) reported a meta-
analysis, which examined 11 types of training: imagery, analogy, open idea production, 
interactive idea production, creative process, computer-based production, structured 
idea production, analytical or critical/creative thinking, situated idea production, and 
conceptual combination. Finally Scott et al. used meta-analysis to assess the effec-
tiveness of each type of training. The average effect size was .78.

One important determinant of the effectiveness of training or enhancement is 
treatment duration. Clearly, a short training period may have different effects from 
a longer one! With this in mind Scope (1998) examined 40 effect sizes (from 30 
investigations). The average effect size was quite impressive (eta = .90) but most 
important was that the effect was unrelated to the duration of the training. This 
relationship was analyzed statistically, the resulting correlation being a nonsignifi -
cant .06.

Ma (in press) was also precise in his meta-analysis, for he compared enhancement 
efforts that either tied creativity to some sort of evaluation or relegated evaluation. 
Brainstorming, with its explicit requirement that participants postpone evaluation, 
exemplifi es the latter, and problem solving, where good or effective solutions are 
required, exemplifi es the former. Ma also examined the duration of the training as 
well as the ages of the individuals being trained. He found 34 relevant studies, which 
gave him 268 effect sizes. The overall average effect size was .77, but again the vari-
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ation was notable (standard deviation .74). The result of .77 is very close to a large 
effect size (Cohen 1977). Apparently training can be quite effective.

Ma (in press) reported that the duration of training was unrelated to the effec-
tiveness of training. Enhancement efforts were, on the other hand, more effective 
with older participants. Ma suggested that older participants responded better to 
enhancement efforts because of their mature cognitive capacities. The lack of effect 
for duration is a bit puzzling, but it may be that there was simply too little variation 
among the various training efforts. Perhaps if training that took place during one 
school day was compared to training that covered a school year, signifi cant difference 
might be uncovered and duration would be important. Along the same lines, duration 
itself is not the only temporal factor. Learning theory suggests that humans learn 
best from displaced practice, which means that we should study something (or receive 
training), but then put it aside and do something else, and then come back to the 
study (or training). Displacement is very important for learning, but it was not 
involved in the previous studies. Future research might even fi nd that training can 
be of some short duration if the practice is displaced. Very likely, that would be more 
effective than any enhancement effort that does not utilize displacement.

CONCLUSION

Creativity can be encouraged in many ways in various settings. Yet it may not 
actually be fulfi lled unless it is encouraged on both micro- and macro-levels. Tactics 
certainly help on the micro-level. They can be taught in the classroom, are easy to 
learn, and broadly applicable. But there is much more to actually fulfi lling potential 
than just cognitive techniques and problem solving. Creativity will be fulfi lled only 
if it is valued within culture, on the social or macro-level as well.

On the macro-level, creativity can be enhanced by maximizing the benefi ts and 
minimizing the costs. Creativity also requires tolerance (Florida 2004; Rubenson & 
Runco 1995). These are each refl ections of cultural values and Zeitgeist, which we 
found to be quite powerful in the discussion of the historical perspective on creativ-
ity. Zeitgeist is abstract but manifests itself in the schools, the home, and organiza-
tions. It infl uences everything within a culture, including views about creative 
product and creative people.

On a more concrete level, enhancement also involves teaching, encouragement, 
rewards, and models. These may have maximal impact when they target the attitudes 
about creativity and when they teach and reinforce specifi c tactics. These tactics must 
be appropriate for the age group and domain, but there are a large number of tactics 
from which to choose.

It might help at this point to offer a framework for the tactics. One framework 
categorizes tactics along the following dimensions:

• Tactics may focus on problem fi nding or problem solving
• Tactics may involve assimilation or accommodation
• Tactics may be best for children or adults
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• Tactics may be literal (e.g., “change your perspective”) or metaphorical (“dig 
elsewhere”)

• Tactics may be forceful and intentional (“make it happen”) or passive (“let it 
happen”)

• Tactics may focus on particular stages of the creative process (e.g., incubation, 
verifi cation)

Not everyone believes that creative talents can be enhanced. There are two 
reasons for this pessimistic view. One is a misunderstanding of human behavior. 
Virtually all human behaviors are fl exible. They each have a range of reaction. The 
range is genetically determined, and the skill or behavior is a reaction to the experi-
ences that infl uence that potential. It is very much like exercising. Not everyone will 
be an outstanding weight-lifter, but everyone can build muscle. The amount of 
muscle built will depend on genetic potentials and the amount of exercise. Creative 
talents depend on the same two things. Weight lifting may not do much for creativ-
ity, but the programs and techniques listed throughout this chapter will very likely 
increase the likelihood that the individual will behave in a creative fashion.

A second criticism emphasizes the role of spontaneity in creative achievements. 
This is a viable perspective; spontaneity is often vital for creativity. It was emphasized 
in Rogers’ (1995) theory of self-actualization and often included in descriptions of 
the creative personality. It is also one of the salient characteristics of children at play. 
It is logically connected to creative efforts in that individuals are most likely to be 
themselves if they are spontaneous. They are less likely to be inhibited and more 
likely to follow intrinsic interests. They are probably also in a mood that allows them 
to play with ideas and take intellectual risks on original ideas. The problem is that 
if creativity is self-expression, the self is all important and any extrinsic factors or 
guidance (even tactics) may bias the process such that it is not truly spontaneous and 
creative. Tactics are used intentionally and deliberately when the person is trying to 
solve a problem or fi nd a creative idea.

Then again, recall here the idea of “let it happen” tactics. In fact, this concept 
can be expanded such that there is a continuum of creative behaviors, with entirely 
spontaneous actions at one extreme and entirely deliberate and intentional creativity 
at the other. In between are efforts that recognize the importance of spontaneity but 
are also deliberate. They are intended to allow spontaneous creative thinking. They 
are intentional but focus on removing barriers and blocks in order to allow spontane-
ous creativity to occur. These are, then, less forceful than other tactical efforts. The 
so-called avoidance tactics are also relevant here, for they too imply that creativity 
will occur if all the blocks to it are removed. Many of these blocks were mentioned 
in this chapter, including squelchers and the barriers and inhibitors in the organiza-
tional assessments of Amabile (1989), Witt and Boerkrem (1989), and Rickards and 
Jones (1991).

A Continuum of Effort
Spontaneity Let it Happen Deliberate Creativity
(Self-expression & Self-actualization) (by removing barriers) (“make it happen” with tactics)



Let-it-happen tactics recognize that creative thinking may sometimes be best 
encouraged when it is left alone, or at least allowed to take its own course. 
Daydreaming is often tied to creative insights, and it can be encouraged or supported. 
The improvisation suggested by Lemons (2005) may have the same benefi t. He 
described how improvisation can be used to enhance creativity in educational set-
tings (also see Sawyer 1992).

Another example of let-it-happen creativity is suggested by what Wittgenstein 
(quoted by Runco, 1994) called “the disappearance of the problem.” This often has 
been reported by creative people who are intensely interested in their work, or some 
particular task, and as a result become immersed in it. They apparently lose sight of 
their problems. More accurately, the problems become a part of themselves. The 
problem is no longer “out there” but is a part of one’s being. But problems are still 
solved; they do not just go away. They change their location, almost as if internalized. 
Root-Bernstein et al. (1993, 1995) described something like this as a kind of empathiz-
ing. In their words, “personal identifi cation with the elements of a problem releases 
the individual from viewing the problem in terms of its previously analyzed elements. 
A chemist makes a problem familiar to himself [or herself] through equations com-
bining molecules and the mathematics of the phenomenological order. On the other 
hand, to make a problem strange the chemist may personally identify with the mol-
ecules in action” (p. 37). It is likely that problems will disappear (or never really be 
seen as problems) if the individual follows intrinsic interests. Immersion is likely, and 
sometimes unintentional, and spontaneity may not be hindered.

This line of thought assumes that what are sometimes called “the object” and 
“the self” are not separated. They are not placed in separate categories. This also 
implies that something can be done intentionally, for categories can be manipulated. 
They can be used in a fl exible way. Langer (1989) has demonstrated this several times 
in her research on mindfulness, with improvements in creative thinking and health. 
Something similar is suggested Csikszentmihalyi’s (1996) description of the fl ow 
state, and by the Zen view of creative thinking (Pritzker 1999). Simplifying a great 
deal, a Zen view is that categories should be avoided and that we should instead focus 
on feelings and direct experiences. This worldview can be nurtured.

Recall here Pasteur’s statement that “chance favors the prepared mind.” This is 
directly relevant to the present discussion. It suggests how creativity can be a result 
of both tactical creativity and serendipitous, accidental, and chance encounters. 
Deliberate creativity does not preclude serendipity, nor do the various serendipitous 
discoveries in history (e.g., the Post-It note) mean that creative work cannot be 
intentional and tactical. How can ideas be both deliberate and accidental? Experience 
cannot be completely controlled; chance always plays a role. Yet the individual can 
be intentionally open to surprise and the unexpected. That is one of the benefi ts of 
the tactics and deliberate efforts outlined above—a prepared mind. If environments 
and experiences are carefully chosen and constructed, the prepared mind will value 
creativity and enjoy new and original things, in addition to having procedures and 
heuristics for dealing with challenges and problems in a creative fashion.
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INTRODUCTION

A few years ago I suggested that everyone avoid the term creativity altogether. I 
proposed this because the term is used in so many ways, and yet has a great deal of 
uncertainty. I did not suggest that all forms of the word be avoided, just creativity 
as a noun. I was really just asking for more precision, and thus suggested that we 
always use “creativity” as an adjective, as in creative art, creative products, creative 
behavior, creative thinking, creative geniuses, creative eras, and so on.

I am less enthusiastic about dropping the term creativity after reading Bryson’s 
(2003) Short History of Just About Everything. This is because he reminded me how 
much ambiguity exists in all sciences, even the hard sciences. The ambiguity that is 
apparent in defi nitions of creativity is not any more dramatic than that which you 
fi nd in physics, chemistry, and biology. Ambiguity in fact may be inherent in scien-
tifi c work; after all, we are exploring a complex universe replete with unknown 
qualities. Further, ambiguity has its advantages. It may allow wider consideration or 
application, for example, and it may be a kind of catalyst for further research. The 
present chapter explores connections between creativity and innovation, imagina-
tion, intelligence, originality, problems solving, and so on. Each is associated with 
creativity, but each is also distinct. Much can be learned by attempting to pinpoint 
the overlap and distinctiveness.

Some of the critical distinctions were covered in earlier chapters. Chapter 1, for 
example, went into some detail about the relationships between creativity and problem 
solving, and creativity and traditional intelligence. The second of these is one of the 
more signifi cant distinctions because if creativity is merely a kind of intelligence, 
there would be little need to study creativity. Everything we knew about intelligence 
would apply to creativity. Additionally, there would be no need to target creative 
talents or encourage creative students or employees. Basic intelligence could be 
encouraged and creative talent would tag along. Similarly, managers could just hire 
the brightest, and since they would be intelligent, they would also be creative. But 
the data suggest that there may be a threshold, such that creativity and intelligence 
are related only at the lower levels. The data also suggest that much depends on how 
“creativity” and “intelligence” are defi ned and measured (Runco & Albert 1986b; 
Sosik et al. 1998). It may be that what was said about creativity as a noun also applies 
to intelligence. It is safe to say that creativity tends to be independent of traditional 
intelligence, but there are also measures and data that suggest an interplay (e.g., 
“creative intelligence”).

This kind of interplay has been examined in several recent studies. Runco and 
Smith (1991), for example, developed various measures of judgmental or evaluative 
skill. These tapped what might be called critical thinking, though the actual judg-
ments might not have been literally critical. They could be appreciative as well. These 
judgments concerned the originality and creativity of ideas. Examinees were not 
required to generate ideas but instead were asked to evaluate them. Results indicated 
that various groups (e.g., parents, teachers) were only moderately accurate when 
identifying and rating the originality and creativity of ideas. They were not much 
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more accurate when judging their own ideas! Accuracy ranged from about 20 percent 
(meaning that 20% of the original ideas were identifi ed as such) to just about 50 
percent. Signifi cantly, people who gave more original ideas were also better at 
recognizing original ideas. This is one example of an interplay of skills.

The overarching purpose of this chapter is to draw from the previous chapters, 
and research summarized therein, in order to offer a theory of what creativity is, and 
what it is not. We begin by addressing the following questions: How is creativity 
related to intelligence, originality, discovery, and adaptability? Another set of ques-
tions also helps to defi ne what creativity is and is not, including these: Does creativity 
require unconscious processes, or can it be deliberate? What role does chance play? 
We then turn to issues of distribution. Is everyone creative?

IMAGINATION

Imagination is frequently associated with creativity. Yet there is a distinction. 
This is suggested by Singer’s (1999) defi nition of imagination as “a special feature or 
form of human thought characterized by the ability of the individual to reproduce 
images or concepts originally derived from basic senses but now refl ected in one’s 
consciousness as memories, fantasies, or future plans. These sensory derived images 
(‘pictures in the mind’s eye’), mental conversations, or remembered or anticipated 
smells, touches, tastes, or movements can be reshaped and recombined into new 
images or possible featured dialogues that may range all the way from regretful 
ruminations to rehearsals or practical planning for upcoming job interviews or other 
social interactions and, in some cases, to the production of creative works of art that 
occur literature science” (pp. 13–14). Creative efforts may be independent of images 
and imagery.

An interplay between creativity and imagination can be seen in the recent work 
of Root-Bernstein and Root-Bernstein (in press). They examined the worldplay of 
several groups, including winners of a McArthur Award (the so-called “genius 
grants”). College students represented a control group. Worldplay was defi ned as a 
kind of imagined location, which was often inhabited by imagined beings or people. 
Some people explore such imaginary worlds regularly. In fact, the Root-Bernsteins 
included persistence in their defi nition. Individuals who employed or enjoyed world-
play did so on a regular basis. They may have also used that worldplay in their lives. 
It was not just childhood fancy.

Imaginary worlds are sometimes known as paracosms. These are probably most 
common around nine years of age and typically fade in the teenage years. Root-
Bernstein et al. (1995) referred to fi ve kinds of paracosms, including those which 
include (1) places, (2) toys, (3) languages and documents, (4) imagined countries, 
islands, and peoples, and (5) “idyllic worlds” (p. 5). There are sex differences, with 
girls often focusing on relationships and personal interactions and boys focusing on 
histories, and interactions less tied to emotional events.

Paracosms and worldplay have at least fi ve benefi ts:
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(1) Exercise the imagination
(2) Exercise playfulness
(3) Contribute to problem-solving capacity
(4) Allow people to revisit and control their experiences
(5) Suggest to the individual that there are possibilities beyond reality and beyond 

what is given

Worldplay “should not be confused with the disturbing fantasies of some psy-
chotic children and teens but belongs to children who clearly distinguish what is 
imagined and what is real.” (p. 4). Note the key role of discretion in this defi nition. 
Worldplay is used intentionally and is a matter of choice. That is a critical point, as 
we will see later.

Interestingly, Root-Bernstein and Bernstein (in press) felt that “children who 
create make believe worlds frequently do so in ways that are materially inventive. 
They document and formalize what is playfully imagined by composing alphabets 
and languages, writing down stories and histories, and drawing pictures and maps. 
Such documentation may, in fact, be regarded as a sine qua non for world play in its 
most recognizable guise, thus differentiating it from other forms of creative play 
involving imaginative re-enactment, imaginary friends, or daydreams” (p. 4).

Root-Bernstein and Bernstein (in press) found that approximately 40 percent of 
the winners of a McArthur Award reported inventing imaginary worlds during their 
childhood. This was, however, a self-report. Somewhat surprisingly, approximately 
the same number of students from Michigan State University recorded having expe-
rienced worldplay in childhood. When more stringent criteria were applied to the 
data, these fi gures were cut nearly in half, with only approximately 20 percent of the 
imaginary worlds qualifying. Indeed, after various adjustments, Root Bernstein et al. 
concluded that the most accurate frequency of worldplay was somewhere between 5 
and 26 percent.

Worldplay was more likely in some domains than others to be retained and used 
in adulthood. It was most common (58%) in humanities, somewhat common in social 
scientists (46%), and less frequent and common in artists (30%) and publications profes-
sional (31%). These fi gures were very different from the domain differences in college 
students: students majoring in the arts were the most likely to have worldplay (50%).

Creativity and imagination are also both apparent when an individual has an 
imaginary friend. They may see the friend, for example, or have other sensory evi-
dence of the friend, and children who have them seem to test higher in creative 
potential (Schaefer & Anastasi 1968; Taylor 1999).

Creative Versus Virtual Imagination

Stravinsky (1970) distinguished between creative imaginative and virtual 
imagination. The latter is entirely private and often ephemeral. The former 
allows this to become articulated and communicated, and perhaps formalized. 
It usually has a concrete medium such as scientifi c work or artistic endeavor.



The imagination is used for more than just imaginary friends. One category of 
play is labeled imaginary play. It is distinct from sociodramatic play, parallel play, 
and solitary play. It may be somewhat cognitively demanding. Children do not play 
imaginatively until the age of two years. This may be because imaginative play relies 
on symbolic schema. The same cognitive abilities that allow a child to learn and use 
language—translating a symbol into meaning—may allow a child to pretend (e.g., 
be creative in their pretending to use a bar of soap as a ray gun, or dress up like mom 
and dad).

ORIGINALITY

Originality is more diffi cult to separate from creativity. This is because creative 
things are always original. They are more than just original, but they must be in 
some way original. That originality may take the form novelty, uniqueness or un-
usualness, or unconventionality.

Recall, however, the question of whether or not ideas, products, and solutions 
can actually be original. There are two sides to this question.

(1) Has everything been thought (and perhaps put into words) before, by others?
(2) Are all our ideas, even the seemingly new (original) ones, tied to other ideas? If 

so, they are not entirely original but merely extensions of thought.

The question of originality goes back thousands of years, at least to Plato. His 
discussion with Meno covers the question of “where does knowledge come from?” 
Also, “how can new knowledge be created from existing knowledge?” Plato’s ideas 
were speculative, however, and in some ways metaphysical. They were not what we 
might consider to be scientifi c.

A more recent take on this is that of Hausman (1989), who implied that we can’t 
really be creative but instead merely adapt old ideas into seemingly new ones.

The distinction between “thought before” and “put into words” really compli-
cates things. There would be no way, of course, to check what has been thought 
before! Thoughts can be quite fl eeting. Then there is the problem of self-awareness: 
We often don’t realize where our thoughts come from, and sometimes we don’t 
ourselves remember the thoughts we already had! B. F. Skinner expressed great 
frustration, late in his life, because his memory deteriorated and he would apparently 
often work on exciting new projects, only to discover, after investing huge amounts 
of time, that he had already explored that line of thought in his youth! He just did 
not remember doing it! He referred to it as a kind of plagiarism, albeit plagiarism of 
himself.

The second issue is also quite diffi cult. After all, what constitutes a truly original 
idea? How different does it need to be from other ideas to be “original?” And even 
if something is related to what came before, surely it can itself be original. This is a 
practical issue, because many tactics direct individuals to “mere extensions” of exist-
ing ideas. In Chapter 10, for example, there are tactics for “turning a problem on its 
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head,” minifying the situation, magnifying, looking to nature, fi nding an analogy, 
and many others that imply that you start with a given but then fi nd new ideas by 
changing that given. The originality of the results might be questioned. Then again, 
many famous creators have done exactly this. They in some way have “borrowed, 
adapted, or stole” from others. Shakespeare apparently did not develop all the plots 
in his plays, though his characterization and language was incredibly creative. 
Benjamin Franklin is famous in part for his aphorisms (e.g., “an apple a day,” “a penny 
saved,” “early to bed”). Yet many of these were a part of dialogue at this time; he just 
found a good phrasing and printed the suggestions.

Welling (in press) seemed to think that extensions, adaptations, and analogies 
might be original in their own right. He coined the label application to explain this: 
“A creative cognitive operation that is often mentioned in the literature on creativity 
might be identifi ed as application: the adaptive use of existing knowledge in its habitual 
context.  .  .  .  This operation consists of the creative adaptation of existing conceptual 
structures to fi t normally occurring variations.”

The opposite view is also possible. Mandler (1995), for example, suggested that 
“no repetition is very truly entirely that; there is always something novel in whatever 
we do or say” (p. 11). Thus everything is original! That view is consistent with 
Runco’s (1996d) idea that creativity always depends on personal interpretations of 
experience, though in this theory there are creative and uncreative ideas and actions. 
Recall also Weisberg’s (1986) idea that creative thinking is not really different from 
other kinds of problem solving.

Cropley (2006) insisted on effectiveness in their defi nition of functional creativ-
ity. They noted that “for a product to be regarded as creative, it must possess not 
only novelty, but also relevance and effectiveness. In other words, a creative product 
must be not only original and surprising (novelty); it must also satisfy the need for 
which it was created” (Cropley et al., in press). This view applies very broadly, to any 
unambiguous creativity, for all creativity must have some fi t, appropriateness, or 
effectiveness, along with originality. Runco (1988, 2006) referred to it as utility, a 
label chosen because it has been operationalized in one branch of the social and 
behavioral sciences (i.e., economics). Without utility or effectiveness, an idea is just 
original and it may be bizarre and worthless, which means uncreative.

Frequently the criteria of originality and effectiveness are applied to products 
rather than performances or people. Indeed, this leads us to one of the concepts that 
overlaps with creativity but should be kept distinct. I am referring to innovation. How 
exactly is innovation related to creativity?

INNOVATION AND CREATIVITY

Creative things are always original, but originality is not suffi cient for creativity. 
There must be some usefulness as well. Creative things solve a problem or have some 
utility of some sort. Yet this also describes innovation. How is creativity related to 
innovation?



Box 11.1
Creativity in the Movies

Are directors more or less creative today, compared with 20 and 30 years ago? 
If we compare the number of movie-goers today with the 1960s and 1970s, we 
see an upward trend, and if we are not careful this might be taken to indicate 
that there is more draw today, due to an increase in talent. Another quantita-
tive but misleading indicator is “gross” profi t. Again, there is no comparison: 
Today’s movies (and the individuals involved in making them) make much 
more money. Is this because they are better fi lms? You actually could argue 
precisely the opposite, namely, that today’s fi lms are less creative. After all, 
think of the number of remakes in the theaters today! Batman, Superman, and 
Cat Woman have all been remade (and they were originally TV shows), along 
with Mr. Deeds, Guess Who’s Coming to Dinner, The Longest Yard, 
Bewitched, and innumerable others. Surely a remake is not as original as the 
original. Yet they make more money and have more viewers. If we use such 
indicators of creativity (fame, profi t, impact, reputation, attributions), we 
would be misled.

This does become a complicated line of argument, in part because actors 
may be creative in their interpretation of a part (Nemiro 1999). Or consider 
the musical domain: Someone may write a song, and another person may 
perform it, but surely the performer can be creative in his or her interpretation 
and the specifi cs of the performance. This would be most obvious in improvi-
sational performances (Sawyer 1992) but is probably true of anything short 
of mimicry. Similarly, in the theater, a remake may have an unoriginal plot 
and so on, but it may still present original (and potentially creative) 
performances.

The Beatles also produced creative works that were not entirely original, 
as does any musician who sings a song that was written by someone else. Their 
early records included mostly remakes (e.g., Rollover Beethoven) (Clydesdale, 
2006).

There are several ways to distinguish creativity from innovation. Of course, 
there are likely to be some overlaps, and individuals who want innovative employees 
certainly should hire prospects with creative potential. They should also encourage 
creative thinking. Yet creative thinking is not necessarily innovative. You might say 
that innovation represents one application of creative thinking.

Innovation has been defi ned as “the intentional introduction and application 
within a job, work-team, or organization of ideas, processes, products, or procedures, 
that are new to that job, work-team, or organization that are designed to benefi t that 
job, work-team, or organization” (West & Rickards 1999). West and Farr (1991, 
p. 16) similarly defi ned innovation as “the intentional introduction and application 
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Box 11.2
Effective but Unoriginal Public Speaking

Abraham Lincoln’s Gettysburg Address was a masterpiece. It was short, origi-
nal, and poignant. His speech delivered at Cooper Union in New York City, 
in 1860, was quite different. Unlike the Gettysburg Address, it immediately 
impressed the audience. More importantly, it was highly effective, but not very 
original.

Rhodehamel (2005) described Lincoln’s intention in this fashion: “What 
had the Framers of the Constitution intended? Did they mean to give Congress 
power to regulate slavery in the territories?” To answer this Lincoln “immersed 
himself in the journals of the Constitutional Convention and the proceedings 
of early Congresses. What he found in the historical record allowed him  .  .  .  to 
retrospectively recruit the founding fathers, including those who had owned 
slaves, to the antislavery cause.” His speech went a long way to aiding his 
election. Apparently, “when this ‘weird, rough, and uncultivated’ Westerner 
began to speak, he was transformed. The audience was carried away with 
admiration for the ‘iron chain of his argument,’ his ‘unanswerable disposition 
of the great agitating questions.’  ” For 90 minutes “he held his audience in the 
hollow of his hand.”

His speech was highly effective but not very original. Little that Lincoln 
said that night was new, but the audience (and, more important, the hundreds 
of thousands who soon read the speech in newspapers and pamphlets) agreed 
that no one had ever put the antislavery message more clearly or forcefully. 
When he fi nished, the ovation was “  ‘wild and prolonged.’  ” Perhaps all public 
speaking is like that: Effectiveness is vital, and originality secondary.

within a role, group, or organization of ideas, processes, products or procedures, new 
to the relevant unit of adoption, designed to signifi cantly benefi t role performance, 
the group, the organization or the wider society. The element need not be entirely 
novel or unfamiliar to members of the group, but it must involve some discernable 
change or challenge to the status quo.” There are commonalities in these two defi ni-
tions, but the second includes “designed specifi cally to benefi t role performance, the 
group, the organization, or the wider society.” This suggests one difference between 
creativity and innovation. Creative efforts are often self-expressive and intrinsically 
motivated. Of relevance to this last point, Clydesdale (2006) distinguished creativity 
from innovation by suggesting that the former is driven by intrinsic motives, whereas 
the latter is driven by extrinsic incentives and “the need to surpass previous 
standards” (p. 21).

We might use our own “borrow and adapt” tactic, as described in Chapter 10, 
and infer that there is a threshold of creativity that is necessary for innovation. 



Box 11.3
Innovation, Entrepreneurship, and Creativity

Nystrom (1995) suggested that creativity is distinct from both innovation and 
entrepreneurship. He viewed innovation as “the result and implementation 
of creativity. It is the process of bringing new ideas into use” (p. 66). 
Entrepreneurship, in contrast, was defi ned as “the visualization and realization 
of new ideas by insightful individuals, who were able to use information and 
mobilize resources to implement their visions” (p. 67). Signifi cantly, Nystrom 
implied that entrepreneurs may not be outstandingly creative. His view “does 
not require entrepreneurs to be highly skilled in generating new ideas, but 
instead emphasizes the promotion and implementation of radical change” 
(p. 67). For Nystrom, an entrepreneur might revise and implement but need 
not be creative; the creativity may come from other individuals. He claimed 
that entrepreneurs “just as often base their entrepreneurship on the ideas of 
others” (p. 67). Nystrom also brought invention into the mix, for he believes 
that, unlike entrepreneurs, inventors may “lack the entrepreneurial skills nec-
essary to evaluate and promote their ideas” (p. 68). Theories of entrepreneur-
ship often do emphasize talents such as risk tolerance and sound judgment 
about opportunities. It may be that a minimum level of creative talent is neces-
sary, much like the threshold of intelligence that is necessary but not suffi cient 
for creativity (Runco & Albert 1986b). It of course would be a threshold of 
creative potential (cf. Ames & Runco 2005).

It also would be wise to view entrepreneurship as a complex, given that 
requisite creative talents, judgment of opportunities, and risk tolerance may 
each be involved.

Innovation certainly requires some level of originality, but not maximal novelty, 
whereas creative efforts may benefi t from extreme originality. As a matter of fact, 
Runco (2006) suggested that innovation is different from creativity in the balance of 
originality-to-effectiveness. Innovation often requires that the result is maximally 
effective (it should sell or be publicly useful). Originality is secondary, though neces-
sary. In creative performances that are not innovative, such as the arts, originality 
may be much more important, whereas effectiveness is secondary. There novelty and 
self-expression may be much more important than public effectiveness.

One of the myths about both creativity and innovation is that they necessarily 
lead to a product. Though sometimes true, this is not always the case. Look back at 
the defi nition of innovation, with its recognition of “ideas, processes, products, or 
procedures.” Similarly, creativity is sometimes self-expression, and there is no tan-
gible product. Although creativity may lead to a product, it may not.
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One of the major approaches to the study of creativity emphasizes products (the 
other major perspectives focus on the creative personality, process, or place). O’Quin 
and Besemer (1989) developed a sophisticated rubric for evaluating the creativity of 
products, and many defi nitions of creativity emphasize products (see Box 11.4). This 
approach is quite objective, and often useful, but there is a better, more parsimonious 
way to view creative products and inventions. And of course they may result from 
the creative process or the innovation process. The relationship between inventive-
ness and creativity is explored later.

Person, Process, Product, Place, Persuasion, and Potential

The major approaches to creativity are person (or personality), process, product, or 
place (or press) (see Rhodes 1962; Richards 1999; Runco 2004). Simonton (1990) 
added persuasion, the idea being that creative people change the way other 
people think, and Runco (2003) lobbied for potential in an attempt to redirect 
research and educational attention back to “the people that need us the most,” 
namely those with potential but lacking the skills to express themselves.

Once again care must be taken with the word “creativity.” It is imprecise. It either 
should be avoided as a noun and used only in its adjectival form (e.g., “creative prod-
ucts”), or at least be used with much more precision. Cropley et al. (in press) seemed 
to feel this way when they described functional creativity. In their words, “for a 
product to be regarded as creative, it must possess not only novelty, but also relevance 
and effectiveness. In other words, a creative product must be not only original and 
surprising (novelty); it must also satisfy the need for which it was created” (Cropley 
et al., in press). They concluded that “without relevance and effectiveness, the product 
is merely aesthetic.” This is quite helpful because creative things may have aesthetic 
utility, at least for the individual. That is where personally creative behaviors show 
their effectiveness. Of course, the defi nition presented by Cropley et al. does not 
require that all creativity leads to products. Sadly, some defi nitions of creativity do 
imply just that. Several of these are presented in Box 11.4.

Biases in the Creativity Literature—and in Practice?

Art Bias. The misunderstanding of creativity that equates it with artistic 
talent. The result: Only individuals with artistic talent are labeled creative. 
This of course would be a problem in the classroom.

Product Bias. The assumption that all creativity (or all innovation, for that 
matter) is manifested in a tangible product. It may be best to view products 
as inventions, though the process leading up to them may be creative or 
innovative.



Box 11.4
Product Defi nitions

A “creative idea will be defi ned simply as one that is both novel and useful (or 
infl uential) in a particular social setting.  .  .  .  The defi nition captures the cul-
tural relativity of creativity (using a lever to move a rock might be judged novel 
in a Cro-Magnon civilization, but not in a modern one), and it also captures 
the distinction between the creative and the merely eccentric or mentally ill 
(novelty without utility)” (Flahery 2005, p. 147).

“Creativity involves an original approach to a problem or product within 
a given domain of study” (Solomon, Powell, & Gardner 1999, p. 273).

“One essential component of creativity is originality.  .  .  .  A second compo-
nent of creativity is utility.  .  .  .  A fi nal component of creativity is that it must 
lead to a product of some kind” (Andreasen 2005).

“Even though creativity begins as an inner process—a feeling or an idea—
it must also produce an observable result.  .  .  .  Just being oneself is not being 
creative. Children’s thoughts and feelings may be interesting and important 
but thoughts and feelings are not creative per se. There must be a product that 
expresses those thoughts and feelings” (Bean 1992, “How to Develop Your 
Children’s Creativity,” p. 3).

Creativity is “defi ned solely by its end product” (Halpern 2003, p. 193). 
“The only coherent way in which to view creativity is in terms of the 

production of valuable products” (Bailin 1988).
“Over the course of the last decade, we have seemed to reach a general 

agreement that creativity involves the production of novel, useful products” 
(Mumford 2003).

These defi nitions lead to a highly objective view of creativity, but a view 
that is biased toward products and biased against individuals who have poten-
tial but are not yet expressing it or not expressing it in widely recognized ways. 
With all due respect to those scholars, they exemplify a product bias. It may 
be more parsimonious to view creative products as inventions, and the process 
leading up to them as creative or innovative.

Bandura (1997) implied that creativity is what comes fi rst, and is highly personal, 
and innovation may follow if the individual is persistent. In his words, “Creativity 
constitutes one of the highest forms of human expression. Innovativeness largely 
involves restructuring and synthesizing knowledge into new ways of thinking and 
of doing things. It requires a good deal of cognitive facility to override established 
ways of thinking that impede exploration of novel ideas and search for new knowl-
edge. But above all, innovativeness requires an unshakeable sense of effi cacy to persist 
in creative endeavors  .  .  .” (p. 239).
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Box 11.5
A Balanced Ratio Theory of Creativity and Innovation

Runco (2006) attempted to capture both originality and effectiveness in his 
work on innovation and creativity. He proposed a continuum, with originality 
at one extreme and effectiveness at the other. Potentially creative products and 
behaviors can be placed somewhere on that continuum. Truly creative prod-
ucts and behaviors refl ect a balance, meaning that they are somewhere in the 
middle of the continuum. They therefore have some originality but also some 
effectiveness. Products or behaviors at either extreme are not creative. Someone 
may act in an entirely effective and effi cient fashion, for example, but with 
very little mindfulness and no originality. They may imitate someone else or 
just remember what they did before. They may be following routine or relying 
on “automaticity.” All of these preclude creativity though they each can solve 
a problem or allow effi cient action. At the other extreme someone may be 
extremely original, but if it is not in some way effective, it is merely origi-
nal—or even psychotic. It is not creative. Psychotic may sound like an exag-
geration, but here it is intended to mean “out of touch with reality.”

Products and behaviors that do have some balance of originality and 
effectiveness, in contrast, are innovative (more effectiveness than originality) 
or creative (more original than effective). “Balance” is not a perfect descriptor, 
but the point is that both originality and effectiveness are apparent.

Other factors are involved, many of them social. Often the effectiveness 
of an innovation is obvious to some public or business or audience. The effec-
tiveness of creative things, on the other hand, may be personal and a matter 
of self-expression. Imagine an artist who works on some technical detail or 
personal disturbance for a long time, but eventually fi nds a way to capture the 
idea or solve the technical problem. He or she may be the only one to know 
that some new perspective is in fact effective. Figure 11.1 shows the proposed 
continuum.

This view is entirely consistent with theories of organizational creativity 
that contrast creative organizations with effi cient organizations (March 1978). 
Still, in some situations it may be best to use two continua, one representing 
high and low originality, and the perpendicular one representing high and low 
levels of effectiveness.

Originality -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  -  - Effectiveness
[Psychosis]     [Creativity]     [Innovation]     [Routine Problem Solving]

F I G U R E  11.1 Proposed Continuum Allowing a Balance of Originality and Effectiveness in Creative 
Efforts.
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F I G U R E  11.2 Optima from Rubenson & Runco 1992b.

Psychoeconomic theory (and the more general economic theory, for that matter) 
relies on optima. Figure 11.2 for instance, suggests an optimal level of costs and 
benefi ts.

Higgins (1995) distinguished among four types of innovation:

• Product innovation
• Process innovation
• Marketing innovation
• Management innovation

Note, then, that the product resulting from innovation is not necessarily an object. 
It can be a strategy or technique.

Higgins (1995) went on to tie innovation to profi t. This is how he separated 
creativity from innovation: “Innovation is how a fi rm or an individual makes money 
from creativity” (p. 9). This may seem materialistic, but then again there are creative 
things that are not intended to sell, but in fact are products. I am thinking here of 
artwork.

Yet another view is that innovation more than creativity depends on previous 
work and in some ways, innovations are extensions and modifi cations of what 
existed previously. Creative things, in this sense, may be more truly original and “out 
of the blue.” There is, however, a controversy over whether or not anything can be 
truly original (Hausman 1989). There are also a number of tactics and cognitive 
processes that allow the individual to adapt or borrow ideas for creative problem 
solving. It is very diffi cult to judge some originality because an analogy may be 
involved, and the origin of that analogy or the degree to which it has been retained 
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Box 11.6
A Day in the Life, or, If You Work for the IRS Do Not Read This

Years ago I subscribed to the LA Times, and then wrote it off on my taxes. I 
was audited that year and the IRS accepted my rationale: I read and wrote 
about creative people who were described or interviewed in the Times. I used 
the Times for my work. Recently I have been thinking about writing every-
thing off! To understand why, consider a day in the life—a day in your own 
life. Creativity abounds. How often do you hear music during the day? If you 
watch TV, you hear it (and have other forms of creativity as well), and if you 
drive you may have the radio on. Even ads have music, as do cell phones 
(ringers), elevators, and many reception areas. How often do you see or read 
an advertisement, or use the Internet? How often do you use paperclips, 
clothes, any technology, or any invention whatsoever? Virtually each moment 
of every day we experience creativity.

in the fi nal product is quite diffi cult to determine. Creative products may seem 
original but in fact may be related in some analogous or associative fashion to things 
that came before. They may also appear to be merely analogous, but in fact have an 
original etiology.

INVENTION VERSUS CREATIVITY

Everything that can be invented has been invented. 
 —Charles Duell, Head of U.S. Patent Offi ce (1899, quoted by Bryson, 1994, p. 93)

This quotation makes slightly more sense if we take the Zeitgeist of 1899 into 
account. At that time, life in the United States was booming. The patent offi ce was 
quite busy. There was even a need to change the criteria being used such that a new 
product or device had to be useful as well as new. In a word, it had to have some 
creativity. How exactly is invention related to creativity?

The defi nitions offered here have invention as leading to a product. The process 
leading up to the invention may very well involve creativity. Several studies of the 
invention process have presented descriptions of the invention process. Rossman 
(1964), for example, questioned over 700 inventors, each holding an average 39.3 
patents. He proposed the following steps to the inventive process:

(1) Observation of a need or diffi culty.
(2) Analysis of the need.
(3) A survey of all available information.
(4) A formulation of all objective solutions.
(5) A critical analysis of these solutions for their advantages and disadvantages.
(6) The birth of the new idea—the invention.



(7) Experimentation to test out the most promising solution, and the selection and 
perfection of the fi nal embodiment by some or all of the previous steps (p. 57).

Rossman (1964) was explicit that invention is “not necessarily limited to develop-
ments in the physical sciences or in the industries, as it is ordinarily assumed. The 
term invention embraces all new developments in the social, administrative, business, 
technical, scientifi c, and esthetic fi elds” (p. 8). His inclusion of “embodiment” implies 
that he, too, requires that invention leads to a product. Additional descriptions of 
process can be found in Chapter 10 and the tactics presented there that specifi cally 
targeted invention. Chapter 7 explored the very interesting question, “are inventions 
inevitable?”

Invention may be more dependent on traditional intelligence than other expres-
sions of creativity. Consider the recent longitudinal study of intellectually precocious 
youth (Wai et al. 2005). In it, Wai et al. had identifi ed intellectually precocious youth 
who represented the upper 1 percent of SAT scores—when they were 13 years of age. 
The SAT is usually given to high school seniors of approximately age 17 or 18, which 
is why these youths were considered precocious. Not only were they in the top 1 
percent; they were earning top scores several years before most adolescents even take 
the test! The longitudinal report discussed data collected when the sample was 33 
years of age. It was, then, a 20-year follow-up. Wai et al. were interested in the pre-
dictions, from the SAT, with these criteria: earning a doctorate, patents, tenure at a 
university in the United States, and income. (Tenure had to be at a university ranked 
in the top 50 nationwide.) Wai et al. found that the youth who had scored in the top 
1 percent in the SAT tests were signifi cantly more likely to earn doctorates at high 
quality universities, and more likely to obtain patents, tenure, and high income. They 
believed that patents and tenure, at least, are related to creative potential. This is 
an important point because the SAT is a test of general aptitude, and not a test of 
creativity per se.

Many cultural differences support the idea that invention, innovation, and crea-
tivity are distinguishable and extricable. Evans’ (2005) comparisons of the United 
States and Great Britain, in the chapter on culture, for example, suggest that the 
United States is highly innovative, but Great Britain is more inventive. Importantly, 
Evans acknowledged that innovators are remarkable individuals who are “heroes and 
benefactors, but they are not saints” (quoted by M. G. Lord 2005, p. r6). This is an 
important point because creative individuals, and apparently inventors and innova-
tors alike, are often viewed as extraordinary, and through history their warts may 
disappear. Actually, they are just human, warts and all. If we forget this and view 
them as extraordinary, we might assume that they had something that the rest of us 
do not. This could keep us from fulfi lling our potential and using the creative talents 
that we do have. Creative people, innovators, and inventors may do extraordinary 
things, but they are certainly human. This is especially clear in that many of them 
made notorious mistakes, and some were defi nitely a few bubbles off plumb. The idea 
of creativity and deviance is explored later in this chapter. First, a few more details 
about invention should be reviewed.
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Huber (1998a) examined a small group of highly talented inventors from one 
company, and later (Huber 1998b) tested a larger group of less productive inventors. 
He examined four patterns of inventivity:

(1) Learning, with increased output over time.
(2) Senescence, indicated by decreased output over time.
(3) Control, with a patterned or nonrandom output, perhaps indicating work toward 

particular objectives.
(4) Breakthroughs, with peaks or bursts of output.

Each of these models was rejected; the data suggested a random pattern of inven-
tion. This supports theories that acknowledge chance factors. This does not neces-
sarily distinguish creativity from what he called inventivity. Huber (1998b) did offer 
a distinction between the two, using patents (see Box 11.7).

DISCOVERY AND CREATIVITY

Another obvious correlate of creativity is that of discovery. This is sometimes 
easy to distinguish from creativity, at least when discovery involves a kind of geo-
graphic exploration. In fact, all active discovery assumes a kind of search. This is 
clear in Boorstin’s (1983) wonderful tome, The Discovers, which has the subtitle, 
“Man’s Search of His World and Himself.” Boorstin devoted chapters to the solar 

Box 11.7
Creativity and Patented Inventions

Huber (1998a) explained the creativity of patents:

To be patented, inventions must satisfy a widely accepted defi nition. A patent as a creative 
output is not a matter of opinion; it is a fact and a matter of law. The principal criteria 
for an invention to receive a patent is that it be new, useful, and unobvious  .  .  .  In patents, 
these terms take on more precise and selective meanings than they have in general use. 
To be new, the invention must be new to the world, not just new to the individual, new 
to the domain, or new to the fi eld. To be useful, it must have some economic merit, not 
just relevance to a domain. In the fi eld of creativity, if in a less restrictive form. Among 
authors in the fi eld of creativity, only a few  .  .  .  have used the patent offi ce defi nition of 
new, useful, and unobvious as their defi nition of creativity. There is general agreement 
among authors about the requirements of new and useful (or the close synonyms of 
original and appropriate). Several authors have chosen a third criterion that is very similar 
to unobvious. (p. 232)

Actually, Bruner (1962) captured this idea of unobvious creativity with his 
defi nition of creativity as “effective surprise.” Also see O’Quin and Besemer 
(1999).



system, time, the oceans and routes around the world, animals, evolution, and 
writing, just to name a few discoveries. Heroes of discovery include James Cook and 
Columbus, as well as Copernicus and Galileo.

Some discoveries thus have nothing to do with geography. They are explorations 
of our world, and the “world” is defi ned such that it includes subatomic particles and 
other invisible domains, as well as our own psychological and even spiritual existence 
(e.g., consciousness). Think of it this way: Scientists often are discovering things, 
and they study just about everything! Frequently creativity is involved in one fashion 
or another. What is unique to discovery is that something is found, but the thing 
found can be a new technique, process, or idea. Even when the discovery does 
uncover a particular thing, the thinking that led to it or recognizes its value may 
depend a great deal on creativity. Recall here Root-Bernstein’s (1989) ideas about 
discovery (see Chapter 10); there the connection with creativity was especially clear. 
It may be best to leave it at that: Discovery often leads to some fi nding rather than 
abstract creation, but it often depends heavily on creative thinking and the creative 
process.

Discovery of Chaos

A good example of discovery is that surrounding chaos. The idea of chaos was 
a discovery of patterns found in weather, economic trends, and throughout nature. 
Of course, you might suggest that the interpretation of these phenomena was a crea-
tive one, and of course it was, and there is no argument against the idea that discovery 
and invention often involve creative thinking. “Discovery” implies that there is 
something out there that is found or identifi ed.

Signifi cantly, a number of tactics (including some described in Chapter 10) were 
used in the discovery and development of chaos. The discovery of the butterfl y effect 
by Lorenz in 1961, for example, was greatly facilitated by his changing the represen-
tation of his data. Lorenz had a great deal of numeric data about the weather, but at 
one point he changed the numbers to graphs and used a particular code. He then 
quickly found the butterfl y effect (where small infl uence changes may have enormous 
effects). The butterfl y effect is known in more technical terms as “sensitive depend-
ence on initial conditions.”

Chaos theory also shows that power and impact of new technologies and tools. 
The computer was very helpful, and perhaps even necessary, in fi nding the butterfl y 
effect in those weather patterns. This is interesting, especially because in 1961, when 
Lorenz found the weather patterns and the butterfl y effect, “virtually all serious 
scientists mistrusted computers” (Gleick 1987, p. 13). Lorenz was questioning assump-
tions about computers. He was a contrarian.

The discovery and development of chaos theories also shows how professional 
marginality may be useful for individuals and their insights. This is very true of 
Benoit Mandlebrot. As a matter of fact, he apparently wrote this description for a 
Who’s Who of Science: “Science would be ruined if (like sports) it were to put com-
petition above everything else and if it were to clarify the rules of competition by 
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withdrawing entirely into narrowly defi ned specialties. The rare scholars who are 
nomads by choice are essential to the intellectual welfare of the subtle disciplines” 
(Gleick 1987, p. 90). Nomads by choice I take to refer to contrarians and individuals 
who might be professionally marginal.

Chaos theory has been a great help to physicists and biologists, as well as epide-
miologists and ecologists. Apparently chaos theory helped to explain a measles epi-
demic in New York City as well as fl uctuations of various mammal populations, 
including the Canadian Lynx. Molecular biologists see chaos as a way of explaining 
and understanding systems of proteins. Chaos theory has helped to explain irregu-
larities in lightening, clouds, and on another scale, in stars and blood vessels. It helps 
to understand turbulence found in all forms, including fl uids. It works independently 
of scale, which is also a tactic for creative thinking. There are benefi ts to changing 
the scale or level of analysis.

Chaos theory has been very helpful in understanding the weather of the red spot 
on Mars, as well as weather in the Atlantic Ocean and the Gulf Stream. Apparently 
these cannot be well explained in terms of standard theories and linear logic and 
mathematics, but instead are nonlinear and chaotic, although stable. Chaos theory 
has been useful for astronomers studying the orbits of galaxies, and for electrical 
engineers attempting to model electronic circuitry.

There is often resistance to creative ideas. In fact, some people believe that all 
important creative ideas at fi rst meet with resistance. Gleick (1987) wrote, “to some 
the diffi culty of communicating the new ideas [of chaos theory] and the ferocious 
resistance from traditional quarters showed how revolutionary the new science was. 
Shallow ideas can be assimilated; ideas that require people to reorganize their picture 
of the world promote hostility” (p. 38).

The people studying chaos took risks. “Often a revolution has an interdiscipli-
nary character—its central discoveries often come from people straying outside the 
normal bounds of their specialties. The problems that obsessed these theorists are 
now recognized as legitimate lines of inquiry; the theorists themselves are not sure 
whether they would recognize the answer if they saw it. They accept risk to their 
careers. A few free thinkers working alone, unable to explain where they are heading, 
afraid even to tell their colleagues what they are doing—that romantic image lies at 
the heart of Kuhn’s scheme. Every scientist who turned to chaos early had a story to 
tell of discouragement or open hostility” (Gleick 1987, p. 37).

Kuhn is indeed a good example of marginality and resistance in science. Now 
famous for his ideas about paradigm shifts and scientifi c revolutions, apparently his 
work (and in particular the ideas of science not being linear progression and gradual 
accumulation of knowledge) “drew as much hostility as admiration when he fi rst 
published them in 1962” (Gleick 1987, p. 36).

Serendipity also is found in the story of chaos. Indeed, according to Gleick (1987, 
p. 21), the butterfl y effect was discovered by accident. Fortunately, Lorenz pursued 
the idea and continued to examine the data, often with new representations and 
perspectives. “Lorenz saw more than a randomness embedded in his model. He saw 
a fi ne geometrical structure, order masquerading as randomness. He was a mathema-



tician, a meteorologist, after all, and now he began to live a double life. He would 
write papers that were pure meteorology. But he would also write papers that were 
pure mathematics, with a slightly misleading dose of weather talk as a preface. 
Eventually the prefaces would disappear altogether” (Gleick 1987, p. 22). Notice the 
professional marginality there as well as serendipity and a willingness to take risks. 
Notice also Lorenz’s correct assumption that new ideas about order within disorder 
would be met with resistance.

One aside: The father of computer science is often thought to be von Neumann. 
Alan Turing is also given much credit, but von Neumann was, if nothing else, “the 

Box 11.8
Chaos in Creativity

Chaos theory has been applied to many fi elds, and very recently it has shown 
its utility for creative studies. It is especially useful there because it offers a 
perspective on process and not just a description of static states. As Gleick 
(1987) put it (p. 5), “to some physicists chaos is a science of process rather than 
state, a becoming rather than being.” That applies well to creativity. Indeed, 
the creative process frequently appears to be chaotic, but there may be order 
in the disorder. Gleick noted that structure and order and meaning may be 
“masquerading as randomness” (p. 22). Creative ideas that come out of nowhere 
that refl ect intuition or a huge leap, may in fact merely refl ect chaos at work 
within our thinking.

Then there is the creativity of chaos: “Those studying chaotic dynamics 
discovered that the disorderly behavior of simple systems acted as a creative 
process. It generated complexity, ritual organized patterns, sometimes stable 
and sometimes unstable, sometimes fi nite and sometimes infi nite, but always 
with a fascination of living things” (Gleick 1987, p. 43).

A number of similar perspectives have been developed in the last few 
years. McCarthy (1993) and Goswami (1995), for example, have presented 
theories of creativity that draw directly from quantum and indeterminancy 
theory. Zausner (1998) drew extensively from nonlinear theories in her work 
on creativity and health. Bohm and Peat (1987) also used quantum theory, and 
in particular, Heisenberg and Schrodinger’s theories to explain creativity, and 
also the creativity of scientists and the scientifi c method.

Richards (1997) extended chaos theory such that the concept of “strange 
attractors” could help to explain how art and creative works allow us to appre-
ciate our place in nature and increase our conscious awareness (p. 60). She also 
described how creative individuals often prefer complexity and tied this idea 
to the concept from the chaos theory of fractals. Perhaps most important is 
Richards’ argument that creative art and all forms of beauty have adaptive 
value and contribute to our evolution.
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intellectual father” of computer science (Gleick 1987, p. 18). Interestingly, von 
Neumann’s ambition was actually to control the weather. He may have succeeded if 
it were not for chaos and instability permeating weather data, and weather itself.

SERENDIPITY AND CHANCE

Some of the most important determinants of life paths often arise through the most trivial of 
circumstances. Although the separate chains of events in a chance encounter have their own causal 
determinants, their intersection occurs fortuitously, rather than through deliberate plan.
 —Bandura (1982, p. 749)

Discovery usually involves an active search of some sort. What of things that 
are found when the discoverer is not actively searching? These are best labeled ser-
endipitous. Many examples were given in Chapter 7; many discoveries have been ser-
endipitous. These include dynamite, nitroglycerin, X-rays, the microwave oven, dyes 
for fabrics, and coffee (Foltz 1999). The butterfl y effect was found serendipitously 
(see the preceding section). (Some of the fi ndings listed by Foltz, like buttons on 
jacket sleeves, followed from intentional design, but the initial purpose was not the 
fi nal purpose. That fi nal purpose is unintentional, though not entirely a mistake.)

Some care should be taken when interpreting accidental discoveries. There are 
several reasons for this. First, discoveries are not necessarily creative. If I lose a book, 
but then happen upon it while looking for my reading glasses, there is little or no 
creativity. Second, serendipitous discoveries are almost certainly not representative 
of all discoveries. Just as the “mad genius” might not be representative of all creative 
persons, and just as those mad geniuses might attract undue attention because they 
are mad and thus salient, so too is it interesting to think that discovery can be 
accidental.

Serendipity and the Flynn Effect

An example of serendipity very close to home, at least for students of the social 
and behavioral sciences, was reported by Flynn (1999). He is famous for his 
interpretation of IQ data and the suggestion that IQs are on the rise. They are 
indeed increasing, but there are various interpretations of the data. People 
could be getting smarter, for example, or they could be better at taking 
IQ tests (“test wise”). Of most relevance is Flynn’s admission that his 
inference about IQ gains “was more a product of accident than perspicacity” 
(1999, p. 5).

Intentions must be taken into account to understand discovery and creativity. 
Intentions may not sound like the appropriate subject matter of an objective science, 
but actually they are respected in the behavioral sciences. Studies of moral reasoning, 



Box 11.9
Serendipity in Discovery

The soft tissue of T-Rex was found in 2005. Soft tissue means it was not fos-
silized bone—the tissue is 70 million years old!

It was found only by “an accident of fi eldwork” (Hotz 2005). “The tissue 
specimen was extracted from a fossil femur chiseled from 1,000 cubic yards of 
rock in the Hell Creek Formation at the Charles M. Russell National Wildlife 
Refuge in Montana. The bones belonged to a fairly complete skeleton of a 
40-foot-tall Tyrannosaurus Rex that died when it was about 18 years old. It 
took fi eld researchers three years to dig out all the bones. So remote was the 
site that the fossils could only be removed by helicopter.  .  .  .  The remains of 
the dinosaur were encased in thick jackets of plaster and were so heavy that 
fi eldworkers had to break the thighbone in two places to load it aboard the 
aircraft. They also did not treat it with the customary chemical preservatives.” 
In addition to the possibility of cloning T-Rex and solving the puzzle about 
the relationship of dinosaurs and birds, this fi nding forces paleontologists to 
revise their theories. “Until now, scientists have believed that bones fossilized 
when minerals gradually replaced organic material. Under current theories, 
organic molecules should not last more than 100,000 years. ‘Our theories don’t 
allow for this,’  ” said one researcher.

for example, use intentionality to explain age differences and objective versus subjec-
tive moral reasoning. These differ precisely in that the latter uses intentions. 
If someone behaves in an immoral fashion, but does so unintentionally, it is very 
different from the person who violates the same moral expectation but does so 
intentionally.

Albert (1992) foresaw the need to recognize intentions when he distinguished 
between eminence (as achievement) and creativity. In his words,

One way of explaining such differences is to say that one person is more creative than another or 
has more creativity. But the fact is there is little agreement as to what being “creative” and having 
“creativity” mean.  .  .  .  Some persons believe that to label someone or some product “creative” is 
simply to evaluate it according to some social standard.  .  .  .  This would, I believe, make it and 
“eminence” the products of social attribution. And this approach would make the fi nal, if not the 
only, arbiters of what is creative and/or eminent those persons and institutions who judge the 
product. Even though this is usually not done arbitrarily, so heavy an emphasis on the judgment 
of others in determining what is or is not creative puts too much stress and interest on the end 
product and social values.  .  .  .  What is needed is a defi nition of creative behavior that does not 
depend on failure or success but on intention and effort. (p. 7)

Albert (1990b) tied intentions to choice and decision making:

Creativity begins with and is expressed through the decisions one makes, not through the par-
ticular media used or the products generated.  .  .  .  An individual’s knowledge of self and particular 
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aspects of his or her world is the ultimate medium of creative behavior, for knowledge determines 
decisions as much as opportunities. In fact, it is on the basis of one’s knowledge that one can 
perceive and identify one’s opportunities. To the extent that deliberate efforts and decisions have 
to be made in career choices and performances, then to that degree one can say that personalized 
knowledge is a major component of creative and eminence-achieving work.

Runco et al. (1993) identifi ed dozens of examples of choice infl uencing the devel-
opment and expression of creativity. Most of these choices lead the individual toward 
investments of time and energy that eventually pay off in the sense of notable creative 
talent. Other choices are quite simple and allow the individual to employ problem- 
solving tactics that also pay off but in the sense of facilitating creative ideation and 
problem solving. These ideas about intentions and choice are of critical importance 
because they suggest that much of our creativity is under our own control. Each of 
us inherits genetic boundaries, but as noted again and again in Chapter 10, each of 
us has potential that can be fulfi lled. To do so we must choose to develop and express 
creative behavior.

CREATIVITY AS IRRATIONAL OR RATIONAL

Consciously or unconsciously, artists pursue not only aesthetic but psychological goals.
 —Kavaler-Adler (1993, p. 5)

Intentions may be important for creative efforts, but they do not explain all 
creative efforts. Intentions refl ect one part of the creativity complex, but the complex 
also includes unconscious, emotional, and seemingly irrational processes. These are 
often beyond our control and in that sense unintentional. Simonton (2006) suggested 
that many psychologists studying creativity dichotomize such that creativity is viewed 
as either rational or irrational. Of course this refl ects the classic either/or fallacy, 
where things are seen in black or white with no shades of gray. Simonton also 
described how the fi rst view, that creativity is rational, is quite broad and is apparent 
in theories that creativity is just an expression of problem-solving skill (instead of a 
special kind of problem solving or something much more general than problem 
solving). This perspective also includes theories explaining creativity in terms of 
knowledge or expertise (Ericsson 1996; Hayes 1989; Simon & Chase 1972). These 
views of creativity as in some way rational parallel the earlier theory that most of the 
process is a conscious one.

The idea that creativity is rational is also connected to the notion that original 
insights refl ect existing knowledge. They do not appear out of the blue but are 
instead a result of information generation processes. As Simonton (2006) put it, 
“Most new ideas are assumed to represent recombinations of previous ideas, either 
in whole or in part” (p. 8). No wonder, then, that Weisberg (1995a) looked to precur-
sors and early infl uences on even signifi cant creative achievements. Even Picasso’s 
Guernica is in some ways tied to earlier works, especially his Minotura  .  .  .  and the 
work of Goya.



The alternative is that the unconscious plays a signifi cant role, and that creativity 
is therefore in some ways irrational. This, too, is an umbrella concept and includes 
theories of creativity as unpredictable, inexplicable, chaotic (Finke et al. 1992), non-
linear (Zausner 1999), and divergent (Runco 1991b). Simonton (2006) tied this view 
to the Freudian view and to primary process (Hoppe & Kyle 1990). As such it is also 
related to the “magic synthesis” (Hoppe & Kyle 1990) and “sometimes even autistic 
thinking” (e.g., Eysenck 1995; Root-Bernstein & Root-Bernstein 1999). Certain 
associative tendencies would also suggest an irrational process (James 1880; Mednick 
1962), as would the Darwinian perspective, at least in the sense that the variations 
that make up the fi rst part of the process (the second part being selective) are blind 
(Campbell 1960; Simonton 2006). Experimental support for the role of preconscious 
processes is available in the work on preinventive forms (Finke 1997), Janusian 
and homospatial thinking (Rothenberg 1997), and intuition (Bowers et al. 1990; 
Martindale 1990).

A great deal depends on how the terms are defi ned. Rationality, for example, is 
sometimes equated with traditional logic, but it can also be defi ned such that it leads 
to unconventional and creative decisions (Runco 2005). If there is a need for creativ-
ity, and creativity benefi ts from unconventional and nontraditional logic, it is rational 
to behave in an unconventional fashion.

This meshes nicely with the idea of emotional creativity. Averill (1999a, 1999b, 
2000) gave three criteria for emotional creativity: originality, effectiveness, and 
authenticity. Original behaviors are novel, and “a novel emotional response is a new 
response that deviates from an individual’s typical way of responding in everyday life 
(e.g., behaving in a new way toward a close friend that strengthens friendship), or 
one that deviates signifi cantly from conventional ways of behaving” (Fuchs et al., in 
press). Effectiveness may be defi ned in terms of oneself or other people. “It is possible 
that a response benefi ting the larger group may be harmful to self (e.g., acts of 
heroism). Also, a response that is detrimental in the short term may turn out to be 
benefi cial in the long term and vice-versa (e.g., waging a war).” Authenticity is rec-
ognized by those studying creativity and self-actualization, as well as emotional 
creativity. An act is authentic if it is a refl ection of one’s true self and not imitation 
or the like. It must be consistent with personal values.

Clearly, there is a rationality to creative thinking, even if it is unconventional.

PSEUDO-CREATIVITY

It is fairly easy to distinguish between intentional creativity and those parallel 
behaviors that are original or innovative but not really creative. This kind of uncrea-
tive behavior has been called pseudo-creativity (Cattell & Butcher 1968), which is 
defi ned as potentially original but occurs because of luck or a mere lack of inhibition. 
This is an important idea because a lack of inhibition is sometimes helpful for crea-
tive thinking, but it can also lead to criminal efforts! It may not lead to successful 
crime, however. Eisenman (1999) found many incarcerated persons to exhibit low 
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levels of creative potential. Perhaps they just appear to be creative because they are 
uninhibited, but actually that is all they are—uninhibited. This would be the most 
parsimonious interpretation of their behavior. Simple explanations and defi nitions 
are always best.

The creativity that results from luck has been explained in terms of blind chance 
(Austin 1978). Here the individual plays no role at all. He or she just happens to be 
at the right place in the right time (also see Cropley et al., in press). This is not unlike 
serendipity, where the person is looking for one thing but fi nds another. Austin also 
mentioned diligence, where the individual fi nds something while looking but does 
not fi nd it in the expected place, and self-induced luck, which is of course consistent 
with Pasteur’s quip that “chance favors the prepared mind.”

Runco (1999b) referred to something very similar to the lack of inhibitions, just 
described, as contrarianism merely for the sake of contrarianism. Here the individual 
is just trying to be different; they are not solving problems or expressing themselves. 
No doubt they obtain a great deal of attention for contrarianism, and many people 
observing them may incorrectly attribute creativity to the contrarian. But actually 
this is blind nonconformity and a rejection of everything that exists just for the sake 
of rejection and not for creativity. If labeled creative, it is an incorrect attribution.

Quasi-creativity, originally defi ned by Heinelt (1974), has what Cropley (2006) 
called “a high level of fantasy—but only a tenuous connection with reality” (p. 5). 
Cropley cites daydreams as examples of quasi-creativity. Recall that Cropley did also 
identify effective creativity. This involves originality and adaptiveness.

This takes us to one of the most critical concepts in the creativity literature, 
namely adaptation (or adaptability). It is critical for several reasons. First, it is a part 
of defi nitions, like Cropley’s (2006), and often is seen as a prerequisite for truly or 
effectively creative behavior. Second, a discussion of adaptation really brings home 
the possible role of chance and intentionality. Third, adaptation is a good reminder 
that creative behavior is not merely reactive. It is sometimes proactive instead. 
Adaptability, like innovation, inventivity, and discovery, can be distinguished from 
creativity.

Adaptation and Creativity

Having completed the formation of the earth, on the seventh day the Lord rested. Then on the 
eighth day, the Lord said, “Let there be problems.” And there were problems. 
 —Cartoon from the New Yorker Magazine (10/18/93, p. 90)

Life is fi lled with challenges. Some are minor hassles and annoyances, but others 
are stressful and potentially depressing. The worst are the challenges that are beyond 
our control. Life is in this sense much like driving a car. We can control many things 
and avoid some annoyances (e.g., a speeding ticket, by driving slowly), but some 
hassles occur even when we are on the defensive. Accidents sometimes happen to the 
most careful driver. They may be less likely, but they do happen on occasion. You 
just cannot completely avoid all problems and hassles. That’s life.



The world is not full of standard problems amenable to standard solutions. Everybody needs to 
be somewhat creative simply to get through a typical day and deal with the innumerable shifts 
from the ordinary that arise. 
 —Schank & Cleary (1995, p. 229, quoted by Welling, in press)

You can, however, react such that hassles have minimal impact. This is where 
adaptability comes in. Adaptability allows the individual to adjust and cope and 
minimize negative effects. Some adaptability is behavioral. Using the driving meta-
phor again, you might hydroplane one day and narrowly avoid an accident, but the 
next day you take a different route to avoid the ice on the road. Adaptability is also 
cognitive and emotional. It can be creative, if it is original (rather than routine or 
habitual) and effective.

No wonder so many theorists have tied creativity to adaptability. As a matter of 
fact, evidence for the value of creative adaptations can be found on virtually every 
level of analysis. On the most global level, creativity contributes to what might be 
called societal adaptations and evolution. Consider again Boorstin’s (1992) detailed 
history titled The Creators. He found that one of the most important infl uences on 
creativity through history was confl ict and turbulence. He thought that turbulent 
situations often created opportunities. This is especially interesting because he took 
the long view and attempted to cover all of human history. Hunter et al. (in press) 
found much the same in a meta-analysis of organizational infl uences on creativity. 
Instead of looking across humanity and history, Hunter et al. looked within specifi c 
organizations and within relatively small groups, including teams within organiza-
tions. Hunter et al. also found turbulence to be one of the most accurate predictors 
of creative performance. They also found competitive and high-pressure environ-
ments to elicit creativity, but each of these can be functionally tied to turbulence and 
confl ict. Moving in to the personal level of analysis, Runco (1998) summarized a 
sizable portion of the psychological literature suggesting that individuals often 
respond to turbulence and confl ict by being creative (also see Cohen 1989; Flach 
1990). Along the same lines, Singer (1999) suggested that make-believe play has an 
adaptive function. Moving in one last time, Campbell (1960) used an evolutionary 
theory to explain creative thinking and ideation (also see Albert, in press; Simonton 
1999). In this view there is a blind variation of ideas and a selective retention of those 
that are the most meaningful. This is just how Darwin described adaptations: They 
depend on variations and selections.

Clearly, even if many creative behaviors result from adaptations, there can be 
too much turbulence, and challenges that are too large. These ideas about adapta-
tions, therefore, do not suggest that children should be challenged as much as possi-
ble. As is the case with virtually all infl uences on creative development and expression, 
there are optimal levels. These vary from person to person and age to age. Although 
many people respond to challenges with creative adaptations, others do not respond 
well at all. Their creativity may be hindered by even moderate turbulence and 
tension.

 P S E U D O - C R E A T I V I T Y  399



400 1 1  �  C O N C L U S I O N :  W H A T  C R E A T I V I T Y  I S  A N D  W H A T  I T  I S  N O T

Box 11.10
Optima and Creativity

Happy in that we are not overhappy
On fortune’s cap
We are not the very button. —Shakespeare’s Hamlet

Moderation in all things. —Plato

Many of the factors that contribute to creativity require optimization. 
Optimization in fact is a major theme within creative studies, it applies so 
broadly. Important optima include knowledge (for too much leads to infl exibil-
ity and rigidity), boredom and arousal (Csikszentmihalyi 1990), divergence of 
thought, education (Simonton 1984), age, and motivation. Also consider this:

• Independence is good for creativity, but only up to a point. Too much and 
it would be impossible to communicate and share one’s ideas.

• Critical thinking is good, but only up to a point. It is good to select good 
ideas, but if you are too critical, even the best ideas will be rejected.

• Turbulence and tension can stimulate creativity, but only up to a point. 
Beyond that point it would be diffi cult to survive, let alone think in an 
original fashion.

Statisticians explain optima very easily, in terms of curvilinear relation-
ships. In the most simple case—a bivariate relationship, for example, between 
the level of tension and the resulting creativity—the optimum would be appar-
ent as a peak in the curve or function.

Evolutionary Theories

Evolution is so creative. That is how we got giraffes. —Kurt Vonnegut, Jr. (1991, p. E11)

Theories of evolution are extremely useful. They have what good theories are 
supposed to have: (a) they are logical; (b) they are consistent with data; (c) they are 
parsimonious; (d) they explain a wide range of behaviors; and (e) they are elegant. 
Elegance, in this context, is a kind of simplicity. That in turn implies that there are 
few exemptions to the theory. It applies broadly.

Evolutionary theory is relevant to creativity on several levels. First is a functional 
level. Many creative achievements seemed to have evolved, and they therefore can be 
understood by applying evolutionary terms and theory. Along the same lines, creative 
thinking sometimes can be described in evolutionary terms. Campbell (1960), for 
instance, described “blind variations and selective retention,” which parallels Darwin’s 
ideas about the two key aspects of evolution (variation and selection). As a matter of 
fact, this suggests a third connection between creativity and evolution. Darwin’s work 
was itself creative, and Darwin often is studied as a prototypical creative individual. 
Howard Gruber’s (1981a) Darwin on Man is a must-read for students of creativity.



Evolutionary theory relies on variations, some of which arise from mutations. 
Mutations imply that there is a random or chance component to the process. 
Evolutionary theories might therefore seem to support explanations of creativity 
involving chance more than those that emphasize intentions. Then again, it is pos-
sible to choose a path for evolution. It cannot be completely controlled, but it can be 
nudged. This is what is involved in proactive creativity.

Simonton (2006) identifi ed three misconceptions about evolutionary theories of 
creative thinking, or at least concerning the blind variation models: “First, contrary 
to what opponents believe, a blind-variation selective-retention model of creativity 
does not assume that the ideational variants emerge sans antecedents or de novo. Quite 
the opposite: Most new ideas are assumed to represent recombinations of previous 
ideas, either in whole or in part (cf. the primary role of genetic variation in biological 
evolution).  .  .  .  Second, a Darwinian theory does not require that the creator always 
produce a tremendous superfl uity of variants with respect to a particular idea. 
Instead, the theory only mandates the existence of two or more distinguishable 
variations that represent alternative directions for future development of an incipient 
idea.  .  .  .  Third, a variation-selection account of creativity does not mandate that the 
ideational variants be completely unrestricted. On the contrary, it is assumed that 
the vast majority of variations will fall into a certain well-defi ned range (cf. the 
analogous restrictions on both genetic recombination and mutation in biological 
evolution). It is for this reason that this model holds that creativity constitutes what 
has been called a ‘constrained stochastic process.’  ”

Evolutionary theories vary slightly. Even Darwin’s theory has been modifi ed and 
extended. Gould (1991), for example, described how evolution might have starts 
and stops. He referred to this as punctuated equilibrium, the idea being that changes 
sometimes may occur rapidly, but during periods of equilibrium, it may appear to 
slow down. Other differences are apparent in the evolutionary theories of Simonton 
(2006), Gabora and Aerts (2005), Dasgupta (2004), Eysenck (1995), and Sternberg 
(1998).

Creativity and Memes

Evolution is also relevant in the sense of memes (Lumsden & Findlay 1988). 
These are units of information that are passed from generation to generation. 
This is a cultural evolutionary process rather than a biological one, and as such 
it is Lamarckian rather than Darwinian. This means that it works very quickly. 
Once memes are proposed, they stick around.

The benefi ts of adaptability are not limited to cognition and problem solving. 
Some of the most important benefi ts are physical and emotional. Consider how your 
health might suffer if, for example, you have certain pressures and do not respond 
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in an adaptive fashion. It might not cause problems if you experience the stress or 
anxiety that results from pressure (when you do not truly adapt) in the short run, 
but those pressures may take a huge toll as they accumulate over the long run. The 
creatively adaptable person will live each day relatively free of stress and anxiety, but 
the unadaptable person may very well experience a moderate amount of stress and 
anxiety day in and day out, year after year.

ART AND MATING DISPLAY AND THE REPRODUCTIVE BENEFITS

Speaking of benefi ts, one recent line of research suggests that there is a sexual 
benefi t to creative behavior. In the vernacular, this indicates an evolutionary benefi t 
to artistic creativity. Actually, the reasoning is more circuitous, but it is entirely 
consistent with evolutionary logic. It starts with the question of why schizotypy (the 
traits that refl ect a potential toward actual schizophrenic behavior of some sort) has 
not become extinct nor at least shown signs of decreasing. After all, schizophrenics 
often have indications of ill health and short life expectancy. According to Miller 
(2000, 2001) and Nettles and Clegg (2006), schizophrenia remains stable in the 
population because there is an association with artistic creativity, and artistic creativ-
ity in turn provides evolutionary benefi ts. This line of thought leads to the most 
interesting hypothesis that “successful engagement in artistic production should be 
correlated with achieved number and/or quality of sexual partners” (Nettles & Clegg 
2006, p. 611).

This hypothesis was tested with 452 British adults (both men and women) who 
were sampled such that they might be fairly representative of the general population. 
To insure that notable artistic talent was represented in the sample, some of the 
participants were recruited via ads in art and poetry magazines, and a few solicited 
via Who’s Who in Poetry. They each completed a questionnaire (which was returned 
through the mail) that asked about their talents and mating histories. Control varia-
bles were also studied, including education, social class, and income. Each person 
completed a life history measure that could be used to estimate schizotypy. Keep in 
mind that schizotypy is not manifest schizophrenia. It is indicative of potentials or 
a proneness.

There were two questions about mating: “Since you were 18, how much of the 
time have you been in a steady relationship?” and “Since you were 18, how many 
different partners have you had (please include all your relationships, however, 
short)?” (p. 612). Nettles and Clegg (2006) discussed the alternatives, including one 
in which a person is involved in many short relationships (quantity) rather than few 
steady relationships (quality). Careful statistical analyses indicated that one aspect of 
schizotypy (i.e., a history of unusual experiences, such as unusual perceptions or 
“magical ideation”), for both men and women, was signifi cantly related to creativity 
activity and “in turn has a signifi cant positive effect on number of partners” (p. 613). 
One aspect of schizotypy, namely impulsive nonconformity, was unrelated to creative 
activity but was directly associated with attainment (forgive the term) of a number 



of sexual partners. A second aspect of schizotypy, namely introvertive anhedonia, was 
negatively related to creative activity and the number of sexual partners. If I did not 
know that genetic theories are best applied to populations and not individuals, I 
would offer some advice about relationships at this point.

These results were interpreted as consistent with Miller’s (2000, 2001) view that 
“artistic creativity functions as a mating display” (p. 613). As such it attracts sexual 
partners and the probability of reproductive success is increased. (Perhaps this should 
be on the back cover of the present text book and in all sales brochures. Enrollment 
in creativity classes might increase.) These ideas take on even more importance if we 
refl ect on Kaun’s (1991) fi ndings about the ill health and short longevity of writers. 
As he put it in the title of his paper, “writers die young.” One reason is that they may 
have unhealthful life styles. Why? Well mating displays, of course. There is a huge 
reward to behaving as if you are creative: More relationships.

Kanazawa (2000) offered a similar argument for scientifi c discoveries, so it may 
be creativity in general and not artwork alone that is benefi cial to courtship. Still, 
there are numerous qualifi cations about this research (small samples, self-report 
measures) and replications are absolutely necessary.

Genetic Potentials

Genes provide potentials—only potentials. Some, like those related to schizo-
typy, might indicate a proneness to manifest schizophrenia. Quoting Nettles 
and Clegg (2006), “what is inherited is best described as a diathesis or vulner-
ability that may or may not lead to actual illness, and whose progression is 
affected by environmental factors” (p. 611).

It might be useful to have a chart that distinguishes, in one column, defi ciency 
creativity from being creativity, and in the second, proactive from reactive, and in a 
third, top down from bottom up.

Evolution of Aesthetics

Evolutionary theory has been applied to specifi c aspects of the creative process, 
including aesthetics (Berlyne 1971; Lowis 2004; Martindale 1990). Martindale, for 
example, gleaned from various historical and experimental analyses that supported 
a “psychological theory of aesthetic evolution.” Martindale’s premise is that artistic 
change is predictable. (For this reason the title of his book is The Clockwork Muse.) 
It is predictable because there is a canon that governs all art. Somewhat ironically, 
that canon is, “rules must be broken  .  .  .  laws must be disobeyed” (p. 11). The relevant 
law refl ects the universal need for novelty. This is expressed in different ways at dif-
ferent times. Sometimes it leads to outrageous styles, sometimes to the fairly mundane 
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or sedate. Behind it all is the need for novelty, which is in turn a refl ection of the 
need for arousal.

FLEXIBILITY

Adaptability may depend, in certain contexts, on fl exibility. One kind of fl exibil-
ity results from the capacity for divergent thinking. Flexible ideation is apparent in 
the variety of ideas produced and it prevents the individuals from relying on one 
perspective or routine. This is known as functional fi xity, or fi xedness (Smith & 
Blankenship 1991). Flexibility might also result from the use of particular tactics 
(e.g., “work backwards, think like a child, incubate”), or it may result from a sensitiv-
ity to different perspectives and subliminal or affective processes. If the person is 
sensitive to various perspectives, he or she might be aware of what is obvious from 
his or her own point of view, but also aware of how others view the situation at hand. 
Those are the alternatives, and having them available makes the person fl exible and 
able to choose from various alternatives. Another way of describing this is that the 
person is open to experience, including personal experience. However the options 
arise, they allow the individual to choose and select from a range of possibilities. 
This is connection to adaptability. Flexibility supports adaptability by providing 
options.

PROACTIVE CREATIVITY

The novelist is a capitalist of the imagination. He or she invents a product which consumers didn’t 
know they wanted until it was made available.
 —David Lodge, Nice Work (1988, p. 21).

One of the more important messages within this chapter is that creativity is 
partly intentional, partly a matter of choice. Obviously great care must be taken with 
the choices each of us make. This warning applies very generally to the environments 
in which we choose to live, the friends we choose to keep, and the lifestyles we choose 
to follow, but it also applies specifi cally to choices that have direct bearing on the 
development and expression of our creative talents. Pseudo-creativity should be 
avoided; effective creativity should be chosen.

This can be quite diffi cult. Several things work against it:

• Some choices involve long-term investments with ambiguous benefi ts, and benefi ts 
that will not be available until well into the future. This is especially true of crea-
tive skills, which depend on particular forms of expertise. That expertise may take 
time (some estimate at least 10 years) to develop.

• Like most investments of time and energy, there are opportunity costs. If we invest 
in creative skills, we may not have time or energy to invest in other skills. (This 
textbook might be judged in this fashion: It persuades some readers that choices 
toward creative behaviors are worth the investment.)



• Creative behavior can be unconventional and sometimes has stigma attached to it. 
Investing in your own creative talent is not the best way to insure that you will fi t 
in with everyone around you. It might be better to develop impression manage-
ment skills and to conform if fi tting in is your top priority.

• To make matters worse, it is easy to confuse creative achievement with other 
forms of accomplishment and recognition. Creativity and recognition are even 
sometimes blurred within the fi eld of creative studies! Recall here the overlap 
and confusion that exists between innovation, invention, and creativity, as 
suggested by a large number of defi nitions of creativity (see Box 11.4, earlier in 
this chapter). There are even recommendations that individuals invest in impres-
sion management to better their creativity. This recommendation was addressed 
in Chapter 5.

Note that these ideas reinforce the idea that creativity is distinct from adaptabil-
ity. It might be more adaptable to conform to convention and invest in socially 
acceptable behaviors. Yet creative behavior is a kind of nonconformity. Creativity 
must be original and unconventional, and that requires nonconformity. It is also 
typically intrinsically motivated and rarely extrinsically motivated.

The separation between adaptability and creativity is also obvious from other 
perspectives, namely, by looking at creative people. They do not always behave in an 
adaptive fashion. Sometimes it would be most adaptable to fi t in and conform, but 
the creative person leans to contrarianism, nonconformity, and autonomy. Some of 
them pay dearly for this. Galileo, for example, was under house arrest for many years. 
It could have been worse: He was very nearly put to death.

Adaptive and proactive creativity can also be distinguished by their intentions. 
The latter is directed toward originality, and perhaps self-expression. It is not always 
an easy choice or the only effective choice. Hopefully the intentions and choices are 
also toward actions that are moral and socially responsible (Gruber 1997; Richards 
1990). This is increasingly important for each of us and for our survival as a species. 
It is truly increasing; the demands placed upon us are growing at a faster and faster 
rate. Barron (1995), Wilson (1975), and Bruner (1962) each noted the accelerated rate 
of change within Western culture.

Higgins (1995) suggested much the same about the need for innovation. He 
pinpointed the following reasons:

• The accelerated rate of cultural change
• Increasing competition
• The globalization of business competition
• Rapid technological change, and related to this, technological discontinuity
• An increasingly diverse workforce
• Resource shortages
• The transition from industrial to knowledge based society
• Unstable economic and market conditions
• Increased demands
• Increased complexity within the environment
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DISTRIBUTION OF CREATIVE TALENTS

This chapter focuses on “what creativity is and what it is not.” So far intelligence, 
imagination, originality, innovation, and various kinds of pseudo-creativity have all 
been distinguished from true creativity. There is another way of specifying “what 
creativity is and what it is not.” This involves the distribution of creativity. Is it widely 
distributed? Is creativity universal? Is it something we all share? Or is it found only 
in talented persons?

One way to answer this question is to cite the copious research on domain dif-
ferences. These have been reported throughout the creativity literature. A sample of 
the recognized domains is presented in Table 11.1.

The list in Table 11.1 does not include what is probably the best known theory 
of domain differences, namely that of Howard Gardner (1983, 1993; Solomon, Powell 
& Gardner 1999). This includes Verbal, Mathematical, Bodily Kinesthetic, Spatial, 
Musical, Interpersonal, Intrapersonal, and Naturalistic domains. Each of these is tied 
to a particular section of the brain, and each distinguishable experimentally, psycho-
metrically, and developmentally. Additionally, each domain has a core characteristic. 
The verbal domain relies on the processing of symbols, for example, and the musical 
domain relies heavily on sensitivity to rhythm and tempo. The naturalist apparently 
is sensitive to fl ora and fauna. This is an especially interesting domain because it 
reinforces the cross cultural applicability of MI theory. It defi nitely covers talent in 
a much broader sense than conventional views of creativity and intelligence. In the 
United States, for example, schools probably target verbal and mathematical skills 
signifi cantly more than those in any other domain. But in other cultures, other 
domains may be more important. This may be especially clear if you consider pre-
technological societies where spatial or bodily skills may be more important than 
symbolic or mathematical skills. It is especially easy to see the naturalist in cultures 
outside of the United States. It may be that the word Aloha, for example, is a refl ec-
tion of naturalistic skills.

T A B L E  11.1 Domains Studied

Architecture Dudek & Hall (1991); MacKinnon (1965)
Dance Alter (1989)
Comedy Pritzker (1999)
Performing Arts Nemiro (1999)
Photographers Domino & Giulani (1997)
Musicians Alter (1989); Sawyer (1992)
Cinematographers Domino (1974)
Patent-holders Albaum & Baker (1977)
Poetry Patrick (1935, 1937, 1938, 1941); Sundararagan (2002)
Design Goldschmidt (1999)



Other domains do not meet these criteria (brain localization, experimental, 
psychometric, and developmental distinctiveness). Still, it is sometimes useful to 
distinguish subdomains (e.g., the writing of poetry from the writing of situation 
comedy). Not all writers are the same, by any means. This is especially true in the 
clinical research on creativity. Ludwig (1995) reported that poets are more likely to 
experience depression and psychosis than any other career areas. He used Holland’s 
(1961) widely respected career classifi cation system. Jamison (1989) reported that 
poets tend toward bipolar disorders. Post (1994) concurred, with poets likely to 
experience bipolar disorders and unlikely to experience affective and personality 
disorders—at least relative to playwrights and writers of fi ction.

Not all scientists are alike, either. Anne Roe (1983), for instance, looked specifi -
cally at researchers working in the physical sciences. She did not, then, clump all 
scientists together, but rather recognized that the behavioral sciences, or the social 
sciences, may differ from the hard sciences. Of course there are certain commonali-
ties, which may be shared among the sciences, or theoretically across creative per-
sonalities. Roe did fi nd creative individuals to be observant, open to experience, 
curious, capable of accepting opposites and ambiguities, independent, self-reliant, 
perseverant, and appreciative of complexity.

One very important domain is not listed in Table 11.1, and only recently gained 
any attention. This is the moral domain (Gruber 1993; McLaren 1993).

Runco (2003a) both acknowledged differences among domains and pointed to 
the interpretive capacity of humans as necessary for creativity. The view that every-
one is creative is also implied by Rogers’ (1995) ideas of self-actualization. “Self-
actualization or health must ultimately be defi ned as the coming to pass of the fullest 
humanness, or as the ‘Being’ of the person, it is as if SA creativity were almost syn-
onymous with, or a defi ning characteristic of, essential humanness” (p. 145, emphasis 
added). Of course this does not mean that everyone is equally creative. Maslow (1968) 
acknowledges differences when he wrote, “I found it necessary to distinguish ‘special 

Aloha

Aloha means many things, including hello, goodbye, and affectionately. Literally 
it refers to someone “with the breath,” the idea being that some people give 
back to nature what they took from her—they release their breath. When you 
say “aloha,” exhale sharply! AloHA! Then there are haoles. Note the prefi x 
there (ha) is the same as the suffi x in aloha. Haoles do not “have the breath.” 
They do not respect nature, as evidenced by their not returning to nature what 
they took from her. The Navajos have a similar concept, namely, hozho. No 
doubt these cultures would respect naturalistic talents most highly. That is 
why “with aloha” is a kind and polite thing to say to someone.
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talent creativeness’ from ‘self-actualizing (SA) creativeness’ which sprang much more 
directly from the personality, and which showed itself widely in the ordinary affairs 
of life, for instance, in certain kinds of humor. It looked like a tendency to do anything 
creatively: e.g., housekeeping, teaching, etc.” (p. 137). Commonalities among all 
creative behaviors do not imply that there are no differences among domains. There 
are, then, clear domain differences as well as possible commonalities.

The other distribution question concerns levels of ability. Consider in this regard 
Toynbee’s (1964) claim that “to give a fair chance to potential creativity is a matter 
of life and death for any society. This is all-important, because the outstanding 
creativity of a fairly small percentage of the population is mankind’s ultimate 
capital asset.” He thus assigned creativity to “a fairly small percentage of the 
po pulation.” This view is consistent with Lotka’s law, which states that a tiny propor-
tion of the population accounts for the vast majority of creative works and ideas 
(Simonton 1984). That law is in turn consistent with observations in economics, 
for a large portion of the wealth in the country is held by a small portion of the 
population. It applies in many other areas as well, but it may not apply to creative 
potentials.

In his well known book, Society of Mind, Minsky suggested that creativity of 
the eminent is similar to that of everyone else. In his words, “I don’t think that there 
is a process of creativity in these people that is terribly different from ordinary 
people and my position is that people just don’t have enough self-respect. We talk 
and we each make a new sentence that perhaps no one has ever said, and we think 
it is all right because anyone can make a sentence  .  .  .  but I think the average person 
is almost indistinguishable from Mozart and Beethoven. An ordinary person 
solves new problems every day just getting across the street with a crowd of 
people without hitting them, and making new sentences, and describing new 
experiences. It’s just that our humanistic stance is such that we are always looking 
for heroes, but the amount of machinery it takes to do this sort of thing that everyone 
does all the time is immense. You know, 100 billion brain cells are involved in talking 
and thinking and we take that for granted” (Evans & Deehan 1989, pp. 157–158). 
Language is truly a wonderful example of everyday creativity—maybe the best 
example, in fact.

The notion of different levels of ability is used by educational programs 
specifi cally for gifted children. Research on gifted children has identifi ed a number 
of idio syncrasies (e.g., Albert 1992; Davidson & Sternberg 1983; Milgram 1990; 
Runco 1986a). These characterize gifted and even exceptionally gifted children 
(Albert 1980). Prodigies also confi rm that there are different levels of ability, even 
at early ages (Morelock & Feldman 1999). Prodigies are found only in certain 
domains, however, which implies that some domains require a large investment of 
time (and a large knowledge base). By the time the individual has invested that 
much time, they are no longer young and not really a prodigy. Most disturbing 
is the fact that there may be prodigies in certain fi elds (e.g., morality) but we 
are not looking for them. Prodigies depend on the Zeitgeist and current cultural 
values.



Certain defi nitions of creativity lend directly to a decision about its distribution. 
Consider, for example, the claim of Newell et al. (1962), that creativity is merely a 
“special class of problem-solving activity characterized by novelty, unconventional-
ity, persistence, and diffi culty in problem formation” (p. 66). If creativity is merely 
problem solving, it is likely that most everyone, or even everyone, is creative. There 
are many criticisms of the theory that creativity is equivalent to problem solving (see 
especially Csikszentmihalyi 1988; Runco 1994).

The domains being recognized and the stereotypes of “creative people” depend 
on Zeitgeist, cultural value, and even technology. Certain talents may not be recog-
nized, then, until “the time is right.” A seven-foot tall individual may excel in bas-
ketball right now, given men’s and women’s professional leagues and the current 
interest in that sport—many of the players are quite creative and improvisational 
with the ball—but in other eras there was no basketball, no court, and no game. Any 
seven-foot tall individual may have been viewed without much respect, and indeed 
may have been hard-pressed to fi t into society. Technology is indirectly relevant to 
this example with basketball and professional sports and is more directly relevant to 
other fi elds. Consider, for instance, photography. Talented photographers had no 
medium in which to express their creativity until the advent of modern cameras and 
developers and so on. Of course, they may have found other media in which to 
express themselves, at least if theories of the generality of creative talent are correct. 
If these theories are incorrect, talents may be domain-specifi c and talents may go 
unfulfi lled unless a domain is ripe for expression and development.

Everyday creativity recently has received a great deal of attention (Minsky 1988; 
Runco & Richards 1997). It also does not satisfy the criteria given earlier for a legiti-
mate domain (Gardner 1983), but it is conceptually useful—and practically impor-
tant. Its practicality lies in the fact that for many people, it is the area in which they 
are the most likely to be creative. They may dress creatively, cook creatively, teach 
or parent creatively, and although these actions do not fi t neatly into the typical 
domain theory, they can be original and useful—they can be creative.

Nomothetic and Idiographic Approaches to Creativity

The nomothetic approach to creativity focuses on universals. The idiographic 
focuses on individual differences. Fortunately, a choice between these two 
perspectives is required only when actually collecting data. If data are to be 
collected, they tend to test either some nomothetic hypothesis (e.g., “all or 
typical students experience a fourth-grade slump” [Runco 1999b; Torrance 
1972]) or an idiographic hypothesis (e.g., “persons with notable divergent 
thinking skills solve problems better than other individuals” [Guilford 1968; 
Runco 1999a]). When standing back and integrating empirical fi ndings into 
theory, rather than collecting data, both perspectives can be used. Indeed, this 
is likely to be the most realistic approach to creativity: It involves certain uni-
versals and certain individual differences.
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CONCLUSION

That last point is an appropriate one on which to conclude. In fact, several related 
points should be underscored. One is that creativity can be used every day. It may 
be that it must be used every day if we are to fulfi ll our potential! Second is that 
there is a need for creativity, and in particular a need for proactive creativity. 
Hopefully that will be used in the moral domain and current political and environ-
mental problems can be addressed in a creative fashion.

This chapter suggested what creativity is and what it is not. It is not the same 
thing as intelligence, originality, innovation, nor invention. It may, however, play a 
role in each. Distinguishing creativity from these things is necessary for good science 
(e.g., parsimony and discriminant validity), but it is not just an academic exercise. It 
is often practical. We can best fulfi ll potentials if we are specifi c about what is 
involved. If, by chance, you want your child to be creative, think about originality 
and self-expression when you are in the toy store or the bookstore. It is not enough 
to stimulate your child’s intelligence. You must specifi cally target creativity. Creative 
potentials are the most likely to be fulfi lled if they are intentionally chosen and 
reinforced.

There are three important implications of this emphasis on intentions and 
choice. The fi rst is that it gives humans a real advantage when it comes to creative 
behavior. In other words, computers probably cannot be creative. That is certainly 
debatable. Simon (1988) demonstrated that computers can replicate certain creative 
discoveries in science. Then again, they were replicating previous discoveries, 
and the necessary information was provided. They did not seek that information 
out, nor identify the important problems for themselves (Csikszentmihalyi 1988). 
Recall also that discovery is not creativity, and many creative performances depend 
heavily on affect and motivation. This last point might be reworded so as to empha-
size that computers do not have the intentionality that instigates and guides creative 
efforts.

The second implication of the ideas herein, and especially the ideas of intention-
ality and choice, concerns children. After all, they lack meta-cognitive skills and 
some aspects of self-awareness and self-monitoring. How then can they recognize 
the need for the right choices? Some people believe that children are less creative 
than adults, and perhaps cannot be creative at all. Others believe that children and 
adults each have the potential to be creative—that there is no group difference 
refl ecting age. Yet others believe that children are more creative than adults.

To answer the question of children’s creativity we must decide exactly which 
traits and tendencies are included in the creativity complex. Creativity is a complex 
or syndrome with certain traits or tendencies, and some of these may allow for chil-
dren’s creativity whereas others may preclude them. A good example of this has to 
do with social and communication skills. Children may not be very social and may 
not express some of their original insights or may not know how to express them, so 
if the creativity complex includes such expressive skills children would be excluded. 
They would not have what it takes and the answer to the previous question would 



be “no, children are not creative.” Yet as noted earlier, parsimony suggests that social 
expressive skills be excluded from the creativity complex. After all, expressive skills 
are by defi nition social skills, and there is no reason to assume that all creativity must 
be social. Parsimony suggests that the creativity complex include only traits that are 
vital to all creativity.

Very likely the debate about children’s creativity exists because it can be so dif-
fi cult to judge children’s thinking. They are cognitive aliens and think in a fashion 
that differs dramatically from the thinking of adolescents and adults. For this reason 
we may not recognize children’s creative ideas when we see them. It works both ways: 
Dudek (1974) felt that many things labeled creative by adults were actually mistakes. 
She suggested that adults are expecting one answer, but a child may surprise us just 
because they think differently. The child may also lack information and thus surprise 
us with their answers and statements. The adult may hear the surprising answer, and 
because it is a surprise, it is labeled “creative.” This is one part of the theory that 
children are not creative.

Perhaps children are creative in one way, and adults in another. Indeed, adults 
might learn a great deal about creativity from children. They are spontaneous, 
playful, uninhibited, and often mindful. They do not rely on routine and past experi-
ence. They thus have a great deal going for them; each of these things can contribute 
to creativity. Recall also that Gardner (1993) and Runco (1996d) have suggested that 
there are benefi ts to behaving (or at least thinking) in a child-like fashion. Adults do 
have the advantage of perspective. They have huge knowledge bases. They have 
meta-cognitive capacities that allow them to compensate for their lack of spontaneity 
by tactically fi nding original ideas and solutions. Their intentionality allows them 
to use tactics. It also benefi ts them when they are child-like. Playfulness, for example, 
might be a good thing for an adult, at the right time, and if it is intended to facilitate 
creativity. At other times it might not be the best idea.

The third implication of the emphasis on intentions and choice is that there are 
many reasons to be optimistic about creativity. The fact that creativity is largely 
intentional supports the notions that “we can do something about creativity.” It is 
not fi xed at birth, nor necessarily lost in midlife or late adulthood. Many adults may 
lose the spontaneity that allows children to be creative, but those same adults can 
compensate by employing an intentional tactic and by choosing to renew their 
spontaneity.

None of this means that all creativity is deliberate. Far from it. Look back at 
Table 7.2, “Accidental Discoveries,” or just watch any 4-year-old child. At that age, 
children are quite spontaneous and usually uninhibited. Those tendencies allow the 
child to do and say surprising and sometimes creative things. They are not doing 
these things intentionally. Intentions, tactics, and other deliberate or proactive efforts 
contribute to many but not all creative performances. Indeed, the idea of intentions 
should not be taken too far. They are not all-important but instead rely on other 
parts of the creativity complex. Someone could have strong intentions to be creative 
but not yet have the tactics and knowledge, in which case unambiguous creativity is 
unlikely.
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FINAL COMMENTS

The optimism just mentioned may be social and communal. Here I am referring 
to the possibility that intentional creativity can help us to construct a better world. 
Without a doubt we can and should apply creative tactics to ethical issues (Gruber 
1993; Richards 1997; Stein 1993). We can also apply creative tactics to evolution, and 
take control of it. Ornstein and Ehrlich (1989) referred to something like this as 
conscious evolution. The best place to start this is locally, by working to fulfi ll our 
own creative potentials.
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